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ABSTRACT
Locality-sensitive hashing (LSH) is a basic primitive in several large-scale data processing applications, including nearest-neighbor search, de-duplication, clustering, etc. In this paper we propose a new and simple method to speed up the widely-used Euclidean realization of LSH. At the heart of our method is a fast way to estimate the Euclidean distance between two $d$-dimensional vectors; this is achieved by the use of randomized Hadamard transforms in a non-linear setting. This decreases the running time of a $(k, L)$-parameterized LSH from $O(dkL)$ to $O(d \log d + kL)$. Our experiments show that using the new LSH in nearest-neighbor applications can improve their running times by significant amounts. To the best of our knowledge, this is the first running time improvement to LSH that is both provable and practical.

Categories and Subject Descriptors. H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval; H.4.m [Information Systems Applications]: Miscellaneous; G.3 [Mathematics of Computing]: Probability and Statistics—Probabilistic algorithms

General Terms. Algorithms, Experimentation, Performance, Theory

Keywords. Nearest neighbor search, Locality-sensitive hashing, Hadamard transform, Dimension reduction

1. INTRODUCTION
Locality sensitive hashing (LSH) is a basic primitive in large-scale data processing algorithms that are designed to operate on objects (with features) in high dimensions. The idea behind LSH [23, 22] is the following: construct a family of functions that hash objects into buckets such that objects that are similar will be hashed to the same bucket with high probability. Here, the type of the objects and the notion of similarity between them determine the particular hash function family. Typical instances include the Jaccard coefficient as similarity when the underlying objects are sets and the $L_2$ norm as distance (i.e., dissimilarity) or the cosine/angle as similarity when the underlying objects are vectors.

With such a powerful primitive, many large-scale data processing problems that previously suffered from the “curse of dimensionality” suddenly become tractable. For instance, in conjunction with standard indexing techniques, it becomes possible to search for nearest-neighbors efficiently [16]: given a query, hash the query into a bucket, use the objects in the bucket as candidates for near neighbors, and rank them according to their similarity to the query. Likewise, popular operations such as near-duplicate detection [7, 28, 19], all-pairs similarity [6], similarity join/linkage [25], temporal correlation [10], are made easier.

In this paper objects are vectors and the distance between vectors is the Euclidean ($L_2$) norm. This choice is motivated by many applications in text processing, image/video indexing/retrieval, natural language processing, etc. When the similarity measure between vectors is their angle, Charikar [9] gave a very simple LSH called SimHash: the hash of an input vector is the sign of its inner product with a random unit vector. It can be shown that the probability that the hashes of two vectors agree is a function of the angle between the underlying vectors [17]. Datar et al. [12] present constructions based on stable distributions for the $L_p$ norm; their construct is almost identical to Charikar’s in the $L_2$ case. Since then, there have been efforts to make these LSH constructions more efficient and practical [27, 13, 5]. Each of these LSH constructions works by first using a randomized estimator of the similarity measure, pasting multiple such constructions to create one hash function with an appropriately small collision rate, and then using multiple such hash functions to get the right tradeoff between the collision rate and recall.

Main results. In this paper we obtain algorithmic improvements to the query time of the basic LSH in the $L_2$ setting. At a high level, we improve the query time of the LSH for estimating $L_2$ for $d$-dimensional vectors from $O(dkL)$ to $O(d \log d + kL)$, where roughly, each hash function maps into a vector of $k$ bits and $L$ different hash functions are used. Experiments on different, large, and high-dimensional datasets show that these theoretical gains translate to a typical improvement of 20% or more in the LSH query time. We also extend our results to the angle-based similarity, where we improve the query-time to $\epsilon$-approximate the angle between two $d$-dimensional vectors from $O(d/\epsilon^2)$ to $O(d \log 1/\epsilon + 1/\epsilon^2)$; we postpone the details of this result to the full version of the paper. To the best of our knowledge, this is the first query-time improvement to LSH that is both provable and practical.

Our improvement consists of two new algorithms. The first algorithm, called $A^2$ Hash, works by computing the following sequence applied to the input vector: randomly flip the signs of each coordinate of the vector, apply the Hadamard transform, and compute the inner product with a sparse Gaussian vector. This particular sequence of operations is directly inspired by the fast Johnson–
Lindenstrauss transform proposed by Ailon and Chazelle [1] for dimension reduction. The second algorithm, called DHHash, works by computing the following sequence applied to the input vector: randomly flip the signs of each coordinate of the vector, apply the Hadamard transform, multiply each coordinate by independent unit Gaussians, and apply another Hadamard transform. DHHash, even though it has only comparable theoretical guarantees to ACHash, performs much better in practice. The use of a Gaussian operator sandwiched by Hadamard transforms is a novel step in DHHash.

Clearly, both the algorithms exploit the computational advantages of the Hadamard transform and that is where we gain the improved query time. The space requirements of naive LSH lie between ACHash and DHHash whereas, the latter has a better query time than the former. Notice that our algorithms are extremely similar and can be combined with these variants. We refer to the recent thesis of Andoni [3] and the survey by Andoni and Indyk [4] for further background.

Ailon and Chazelle [1] pioneered the use of FFT in dimensionality reduction; their main application was to obtain a fast version of the Johnson–Lindenstrauss transform. Our first algorithm is directly inspired by their work. Esghchi and Rajaram [13] proposed a class of LSH for angles based on the theory of concomitants from statistics; they use DFT as a heuristic to speed up their computations and do not offer any theoretical guarantees of correctness. Concurrently and independently of our work, Vybiral [31] obtained a version of the Johnson–Lindenstrauss theorem using circulant matrices and Gaussian random variables. His proof uses the fact that circulant matrices can be diagonalized using the discrete Fourier transform. Even though this appears syntactically close to our use of the double Hadamard transform, it is unclear if his analysis can be adapted either to the Hadamard transform setting or to the angle setting (as opposed to the distance setting in Johnson–Lindenstrauss theorem). Recently, Bachrach and Porat [5] and Feigenblat et al. [14] presented constructions that speed up the computation of the LSH for Jaccard similarity, namely, triangle independent fingerprints, by an exponential factor.

3. BACKGROUND

First, we set up some notation that will be used throughout the paper. Let $X$ denote the set of input vectors in $\mathbb{R}^d$ and let $|X| = n$. Let $x \in X$ denote an input vector and let $y \in \mathbb{R}^d$ denote the query vector. Let $\|x\| = \|x\|_2$ denote the Euclidean norm of vector $x$ unless otherwise noted and let $\|A\|_F$ be the Frobenius norm of matrix $A$. Let $[k]$ denote the set $\{1, \ldots, k\}$.

Let $N(0, \sigma)$ be the zero-mean Gaussian distribution with variance $\sigma^2$ and $N(0, C)$ be the zero-mean multidimensional Gaussian distribution with covariance $C$. Let $G$ be a $d \times d$ diagonal matrix where each diagonal entry is independently $N(0, 1)$. Let $D$ be a $d \times d$ diagonal matrix where each diagonal entry is independent Bernoulli random variable, i.e., $D_{ii}$ is $\pm 1$ equiprobably. Let $M$ be a random permutation matrix of order $d$.

Hadamard matrices. We will use the following family of Hadamard matrices in our algorithms. Let $H_d \in \mathbb{R}^{d \times d}$ denote the Hadamard matrix of order $d$, defined as follows: $H_d = \left( \begin{array}{cc} 1 & 1 \\ 1 & -1 \end{array} \right) \quad$ and $H_{2k} = H_d \otimes H_{2k-1}$, where $\otimes$ denotes the tensor product. For Hadamard matrices of order $d$, using an FFT-like algorithm, matrix-vector multiplication can be done in $O(d \log d)$ time; this fact will be important for our running time analysis. Since it will be clear from the context, we will drop the subscript $d$ from $H_d$. Let $D_{H_d}$ denote a $d \times d$ diagonal matrix such that $(D_{H_d})_{jj} = H_{ij}$. (For more background on Hadamard matrices and their properties, the readers are referred to standard CS undergraduate textbooks.)

An overview of LSH. We give a brief description of a basic LSH for $\ell_2$ [12, 3]; we refer to this as the naive LSH. Let $X \subseteq \mathbb{R}^d$ be the set of input points and let $q$ be a query point. Given a distance parameter $R$ and a recall parameter $\delta$, our aim is to create a data structure to efficiently return at least $1 - \delta$ fraction of the neighbors of each query point that are at most a distance $R$ (in $\ell_2$ norm) from it. Let $k, L$, and $w$ be parameters that we will choose later. Let $A$ be a $k \times d$ random matrix where each $A_{ij}$ is a random variable drawn independently from $N(0, 1)$ and let $A_i$ denote the $i$th row of $A$. Let $b \in \mathbb{R}^d$ be a random vector such that each $b_i$ is chosen uniformly in $[w]$. For each $i \in [k]$, define $h_i(x) = \lfloor \frac{x_i + b_i}{w} \rfloor$ to be the $i$th hash value for $x$. For $u = [x - y]$, let $p(u)$ be the (collision) probability that $h_i(x) = h_i(y)$ for any $i$. If $f(\cdot)$ denotes the density function of $N(0, 1)$, a simple argument in [12] shows that

$$p(u) = \int_{0}^{\frac{1}{w}} f\left(\frac{t}{w}\right) \left(1 - \frac{t}{w}\right) dt.$$
which monotonically decreases with \( u \).

Define \( g(x) = (b_1(x), \ldots, b_k(x)) \), i.e., a concatenation of the \( k \) hash values. The probability that \( g(x) = g(y) \) is then \( p^k(u) \). We then create \( L \) independent copies of \( g(\cdot) \) as \( g_1(x), \ldots, g_L(x) \). At preprocessing time, each point in the database is stored in each of the hash buckets \( g_1(x), \ldots, g_L(x) \). During query time, for a given query point \( y \), we compute \( g_1(y), \ldots, g_L(y) \), and search all these \( L \) buckets to get a set of candidates. This candidate set may then be pruned based on whether we desire only the exact \( R \)-near neighbors. Following our previous calculation, the expected fraction of \( R \)-neighbors of the query point \( y \) that we get as candidates is at least \( 1 - (1 - p^k(R))^k \). We thus want this quantity to be at least \( 1 - \delta \), the targeted recall. This theoretically determines the values of the parameters \( k \) and \( L \). In practice, as well as in our experiments, these parameters are determined by doing a grid search over the nearby \( k \) and \( L \) values using a sample of input points. The value of \( w \) is chosen to be 4, as suggested in [12]. The space used by the LSH data structure scales with \( L \), the number of hash tables constructed. The time needed to find out the exact \( R \)-near neighbors of a query point consists of both the projection time and the time taken to prune the candidate set.

4. ALGORITHM ACHash

In this section we present the first LSH algorithm that we call ACHash. This algorithm is essentially a modification of the fast Johnson–Lindenstrauss transform (FJLT) of Alon and Chazelle [1], with suitable rounding and thresholding steps for obtaining the hashing buckets. We first present ACHash and then argue that the collision probabilities of ACHash are very close to that of the naive LSH scheme.

We first recap FJLT whose goal is to obtain a faster version of the celebrated Johnson–Lindenstrauss transform. Given an input vector, FJLT first pre-conditions the vector so that it becomes dense while its length is unchanged. This is accomplished by using a random diagonal matrix and a Hadamard transform; this amounts to a random length-preserving rotation of the vector. As we mentioned earlier, the Hadamard transform can be computed in \( O(d \log d) \) time. Once the input vector is densified, FJLT then projects the vector to a smaller dimension. The key observation is that given that the input vector has been densified, a very sparse Gaussian matrix is sufficient.

In ACHash, the steps are similar. We first pre-condition the input vector using a random diagonal matrix and a Hadamard transform, then apply a sparse Gaussian matrix followed by a rounding. We now proceed to a more formal description of ACHash (Algorithm 1). Let \( k \) and \( L \) be the parameters of LSH. Let \( q = \min \left( \Theta \left( \frac{\log(1/\delta) \log(d/\delta)}{d} \right), 1 \right) \) and let \( P \) be a \( k \times d \) matrix where \( P_{ij} = 0 \) with probability \( 1 - q \) and is \( N(0,1/q) \) with probability \( q \). Note that the pre-conditioning needs to be computed only once. The time necessary to compute all the LSH buckets for one query point is thus \( O(d \log d + k L \log^2 d) \).

We now proceed with the proof that the above method works. We first state the following key property of the pre-conditioning step shown in [1], which says that the vector \( \hat{x} \) (Step 1) is sufficiently dense.

**LEMMA 1** ([1]). Let \( x \in \mathbb{R}^d \) be such that \( \|x\| = 1 \). Then, \( \|H Dx\|_\infty = O\left( \frac{\log(d/\delta)}{d} \right) \), with probability at least \( 1 - \delta \).

Next we show a technical statement that guarantees that the sub-sampling using the matrix \( P \) preserves the Euclidean distances. For each \( i \in [k] \), let \( S_i \) denote the set of coordinates such \( P_{ij} \) was cho-sen to be sampled from \( N(0,1/q) \). For a vector \( z \), let \( z_{S_i} \) denote its restriction to the coordinate set \( S_i \).

**LEMMA 2.** Let \( v \in \mathbb{R}^d \) be such that \( \|v\|_\infty = O\left( \sqrt{\frac{\log(d/\delta)}{d}} \right) \) and \( \|v\| = 1 \). For all \( \epsilon, \delta \in (0,1) \), if \( q = \Omega\left( \frac{\log(1/\delta) \log(d/\delta)}{d^2} \right) \), then

\[
\Pr \left[ \left| \sum_{j \in S} v_j^2 - q \right| > \epsilon q \right] < \delta.
\]

**PROOF.** Let us define random variables \( \delta_j = 1 \) if \( j \in S_i \), and apply Bernstein’s inequality [29, Theorem 2.7] to the random variables \( u_j = \delta_j v_j^2 \). Note that

\[
\sum_j E[u_j^2] = \sum_j q v_j^2 \leq q \|v\|_\infty^2 \|v\|^2 = q \|v\|_\infty^2 = O\left( \frac{q \log(d/\delta)}{d} \right).
\]

Therefore we have that

\[
\Pr \left[ \left| \sum_j u_j - q \right| > t \right] \leq \exp \left( -\frac{t^2/2}{\sum_j E[u_j^2] + \|v\|_\infty^2 t^2/2} \right) \leq \exp \left( -\frac{t^2/2}{O(q \log(d/\delta)/d + \log(d/\delta)/3d)} \right) \leq \delta,
\]

for \( t = \epsilon q \) and \( q = \Omega\left( \frac{\log(1/\delta)}{d} \left( 1 + \frac{2}{\epsilon^2} \frac{\log(d/\delta)}{d} \right) \right) \).

The next theorem shows that the collision probabilities of ACHash are very similar to that of the naive LSH. Let \( u = \|x - y\| \) and let \( p_{AC}(u) = \Pr[ACHash(x) = ACHash(y)] \) denote the probability that all \( k \) hash values of ACHash agree for a generic \( i \in [L] \).

**THEOREM 3.** For all \( \epsilon, \delta \in (0,1) \), we have

\[-(k+1)\delta + p^k((1+\epsilon)u) \leq p_{AC}(u) \leq p^k((1-\epsilon)u) + (k+1)\delta.\]

**PROOF.** Let \( \hat{x} = H Dx, \hat{y} = H Dy, \) and \( z = \hat{x} - \hat{y} \). Since \( HD \) is a unitary transformation, we have \( \|z\| = u \). Using Lemma 1 we have that \( \|z\|_\infty, \|z\| = O\left( \sqrt{\frac{\log(d/\delta)}{d}} \right) \). By Lemma 2, we have that for all \( i \in [k] \), with probability at least \( 1 - \delta \),

\[
(1 - \epsilon)u \leq \sum_{j \in S_i} z_j^2/q \leq (1 + \epsilon)u.
\]

Thus each \( z_{S_i} \) preserves the distance \( u \) to within a factor of \( 1 + \epsilon \). Multiplying \( z_{S_i} \) by the Gaussian random variables (from \( P \)) and the bucketization performed in steps 4 and 5 corresponds to doing
a naive LSH on each of \( \hat{x}_S \) and \( \hat{y}_S \) vectors. Since the random variables are all independent, we get the corresponding guarantees from the naive LSH and the proof is complete by taking a union bound over all the bad events.

5. ALGORITHM DHHash

In this section we present an improved hashing algorithm. While this algorithm is somewhat motivated by ACHash, it has two applications of the Hadamard transform and hence we call it DHHash. As before, we present the steps involved in computing the hash and then argue that the collision probabilities of DHHash are very close to that of the naive LSH scheme.

The first step is to pre-condition the input vector by applying a random diagonal matrix followed by a Hadamard transform. While this is the same as before, the rest of the steps are different. The next step is to apply a random permutation, followed by a random diagonal Gaussian matrix, and another Hadamard transform. This will give us a vector from which \( \hat{y} \) entries sampled without replacement, we can employ a subroutine \([2, 26]\) for computing the joint distribution of the random variables \( \tau_i \), where \( \tau_i = g_i^T \hat{y} \).

Note that the distribution of \((\tau_1, \ldots, \tau_k)\) is a multidimensional Gaussian since each of \( \tau_i = g_i^T D_H (\hat{x} - \hat{y}) \) is a linear transformation of the Gaussian random variable \( g_i \). If the Gaussian random vectors \( g_i \) are all independent, then we would have \( p_{\Sigma}(u) = p^{k}(u) \). In our case the \( g_i = D_H g \) are not independent. Nevertheless, we show strong lower and upper bounds on \( p_{\Sigma}(u) \).

At a high level, our proof consists of two key steps. First we observe that the covariance of \((\tau_1, \ldots, \tau_k)\) depends on the "smoothness" of the vector \( \hat{x} - \hat{y} \); ensuring this smoothness is precisely the role of the pre-conditioner. Second, we show that if the \( \tau_i \)'s are nearly uncorrelated, then \( p_{\Sigma}(u) \) is close to \( p^{k}(u) \). Let \( c = \Theta \left( \frac{\log d}{\delta} \right) \) and \( \gamma = \sqrt{2 \log(d/\delta)} \) for the remainder of the proof.

LEMMA 4. Let \( \hat{x} \) and \( \hat{y} \) be vectors in \( \mathbb{R}^d \) such that \( \| \hat{x} \| = \| \hat{y} \| = 1 \) and \( \| \hat{x} \| = \| \hat{y} \| = \sqrt{c} \). Also, assume that \( d > \log(\delta) \log(d) \) holds for a small fixed constant \( \delta \in (0, 1) \). Then with probability \( 1 - \delta \), it holds that for all \( i \neq j \in [d] \)

\[
[D_H \hat{x}, D_H \hat{y}] < \gamma.
\]

PROOF. Consider a fixed \( i \) and \( j \) and let \( T \) be the set of coordinates \( t \) where \( H_t = H_{ji} \). Since \( M \) is a random permutation, we can consider \( T \) as a random set of \( d/2 \) coordinates. Let \( \delta_t = 1 \) if \( t \in T \) and 0 otherwise. Then,

\[
\langle D_H \hat{x}, D_H \hat{y} \rangle = \sum_{i \in T} \hat{x}_i \hat{y}_i - \sum_{i \in T} \hat{x}_i \hat{y}_j = 2 \sum_{i \in T} \hat{x}_i \hat{y}_i - \hat{x}^T \hat{y}.
\]

Over the random choice of \( T \), we have that

\[
E \left[ \sum_{i \in T} \hat{x}_i \hat{y}_i \right] = \hat{x}^T \hat{y} / 2.
\]

For \( t \in [d] \) let \( X_t = \delta_t \hat{x}_t \hat{y}_t - \hat{x}_t \hat{y}_j / 2 \). Note that the events \( t \in T \) are not independent. However, since we can regard \( T \) as a set of \( d/2 \) coordinates sampled without replacement, we can employ the same form of Bernstein's inequality that is applicable to the independent case \([20]\).

Note that

\[
E[X_t^2] \leq \frac{\gamma^2}{4} / 4 \leq cX_t^2 / 4,
\]

and thus \( \sum_t E[X_t^2] \leq \gamma / c \). Also observe that \( |X_t| \leq c \). Therefore, from Bernstein's inequality it follows that

\[
\Pr \left[ \left| \sum_{i \in T} \hat{x}_i \hat{y}_i - \frac{\hat{x}^T \hat{y}}{2} \right| > u \right] \leq 2 \exp \left( -\frac{u^2}{\sum_t E[X_t^2] + cu/3} \right) \leq 2 \exp \left( -\frac{u^2}{c/4 + cu/3} \right).
\]
By choosing $u = \gamma$, we have that $u < 1$ and $c/4 + cu/3 < 2c/3$. Thus it holds with probability $1 - 2(\delta/d)^3$ that

$$\sum_{i \in T} \tilde{x}_i \tilde{y}_i - \frac{\tilde{x}_T \tilde{y}_T}{2} \leq \gamma,$$

which means that for this $i, j$ pair,

$$\left| (DH_i \tilde{x}, DH_j \tilde{y}) - \frac{\tilde{x}_T \tilde{y}_T}{2} \right| = 2 \sum_{i \in T} \tilde{x}_i \tilde{y}_i - \tilde{x}_T \tilde{y}_T = \gamma.$$

Taking a union bound over all $i \neq j$ pairs, the statement of the lemma holds with probability at least $1 - O(\delta^3/d)$. □

We are now ready to state our main technical theorem. Observe that for a small enough $\gamma$, i.e., a large enough input dimension $d$, and for $k \ll d$ in Theorem 5, we have $u, u'' \approx u$ and $A_{k, \gamma}, B_{k, \gamma} \approx 1$ and therefore $p_{2S}(u) \approx p''_S(u)$. (2)

**Theorem 5.** Assume that $\gamma = o(k^{-2})$. Let $u' = u \sqrt{1 - \frac{1}{2k\gamma}}$, $u'' = u(1 - k\gamma)^{1/2}$, and $A_{k, \gamma} = 1 - O(k^2\gamma)$ and $B_{k, \gamma} = 1 - \Theta(k^2\gamma)$ be constants depending on $k$ and $\gamma$. Then,

$$-2\delta + B_{k, \gamma}p''_S(u'') \leq p_S(u) \leq A_{k, \gamma}p_S(u') + 2\delta.$$

**Proof.** We give lower and upper bounds for the probability density function of the projections $f(\tau_1, \ldots, \tau_k)$ defined in (1).

Define the covariance matrix $C \in \mathbb{R}^{k \times k}$ as $C_{ij} = E[\tau_i \tau_j]$. Thus, for all $i, j \in [1, k]$, we have that

$$C_{ii} = u^2.\text{ Using Lemma 1 with the vector } z = (1/u)(\tilde{x} - \tilde{y}), \text{ we have that } \|z\|_{\infty} \leq \|x\|_{\infty} + \|y\|_{\infty} \leq 2\sqrt{T} \text{ with probability at least } 1 - \delta.\text{ Conditioning on this event, from Lemma 4 it follows that with probability at least } 1 - \delta, |C_{ij}| \leq \gamma u^2 \text{ for all } i \neq j.\text{ Let } \Sigma = u^2I_k.\text{ Therefore } C \text{ can be written as } C = \Sigma + u^2E = u^2(I + E), \text{ where } |E_{ii}| \leq \gamma \text{ and } E_{ii} = 0 \text{ and hence } E \leq \|E\| \leq \|E\|_F \leq k\gamma.$$

Now let

$$f(v) = \frac{1}{(2\pi)^{k/2} \sqrt{\det V}} \exp\left(-\frac{1}{2}v^TV^{-1}v\right)$$

denote the pdf of the $k$-dimensional Gaussian $N(0, V)$.

Using the perturbation result about the determinant [24, Corollary 2.14], we have that

$$\left| \frac{\det I - \det \frac{C}{u^2}}{\det I} \right| \leq \left(1 + \left\| I - \frac{C}{u^2} \right\| \right)^k - 1 \leq (1 + k\gamma)^k - 1,$$

and therefore

$$2 - (1 + k\gamma)^k \leq \det \frac{C}{u^2} \leq (1 + k\gamma)^k.$$

Also, for any vector $v$,

$$-v^T C^{-1}v + v^T \Sigma^{-1}v = v^T(-(I + E)^{-1} + I)v/u^2.$$

Using the standard matrix inverse perturbation bound [21, Section 5.8], we have that

$$\left\| (I + E)^{-1} - I \right\| \leq \frac{\|E\|}{1 - \|E\|}.$$

Therefore from (inequalities 2) and (3),

$$v^T(-(I + E)^{-1} + I)v \leq u^2v^T\| (I + E)^{-1} - I \| \leq u^2 \frac{\|E\|}{1 - \|E\|} \leq u^2v u^2, k\gamma - 1 - k\gamma.$$

Thus,

$$-v^T C^{-1}v = -v^T \Sigma^{-1}v + v^T (\Sigma^{-1} - C^{-1})v \leq -u^2v^T v + u^2 v^T v k\gamma \leq -u^2 v^T v + u^2 v^T v k\gamma \leq -u^2 v^T v (1 - k\gamma)^{-1} = -u^2 v^T v u^2 = -v^T \Sigma^{-1}v.$$

where $u'' = u(1 - k\gamma)^{1/2}$ and $\Sigma'' = u''^2 I$. Similarly,

$$-v^T C^{-1}v \geq -u''^2 v^T v - u''^2 v^T v k\gamma \leq -u''^2 v^T v (1 - k\gamma)^{-1} = -v^T \Sigma''^{-1}v,$$

where $u'' = u(1 - k\gamma)^{1/2}$ and $\Sigma'' = u''^2 I$. Now,

$$f(v) = \frac{\exp(-v^T C^{-1}v/2)}{(2\pi)^{k/2} \sqrt{\det C}} \leq \frac{\exp(-v^T \Sigma^{-1}v/2)}{(2\pi)^{k/2} \sqrt{\det C}} \leq f_{\Sigma''}(v) \left(\frac{(1 - k\gamma)^{1/2}}{(1 - 2k\gamma)^{1/2} \sqrt{2 - (1 + k\gamma)^2}}\right) = f_{\Sigma''}(v) A_{k, \gamma},$$

where $A_{k, \gamma} := \left(\frac{(1 - k\gamma)^{1/2}}{(1 - 2k\gamma)^{1/2} \sqrt{2 - (1 + k\gamma)^2}}\right)$. Similarly, using the lower bounds,

$$f(v) \geq \frac{\exp(-v^T \Sigma''^{-1}v/2)}{(2\pi)^{k/2} \sqrt{\det C}} \leq f_{\Sigma''}(v) \left(\frac{(1 - k\gamma)^{1/2}}{(1 + k\gamma)^2}\right) = f_{\Sigma''}(v) B_{k, \gamma},$$

where we set $B_{k, \gamma} := \left(\frac{(1 - k\gamma)^{1/2}}{(1 + k\gamma)^2}\right)$.

Using the above bounds for $f(\cdot)$ in (1), we have the main claim of the theorem. Observe that for $\gamma = o(k^{-2})$, we have $(1 + k\gamma)^{-k/2} = 1 - \Theta(k^2\gamma)$, $(1 - k\gamma)^{-k/2} = 1 - \Theta(k^2\gamma)$, and $(1 - 2k\gamma)^{-k/2} = 1 + O(k^2\gamma)$. Substituting these into the definitions of $A_{k, \gamma}$ and $B_{k, \gamma}$ above, we obtain $A_{k, \gamma} = 1 + O(k^2\gamma)$ and $B_{k, \gamma} = 1 - \Theta(k^2\gamma)$. □

6. Extensions to Angle Similarity

In this section we sketch how to apply our methods to the setting when the similarity of two vectors is given by the angle between them. Along with the fast projection techniques of Sections 4 and 5, the idea is to use the signs of the projections [9]. Due to lack of space, we only provide a high-level description and omit the proofs.

To extend ACHash to the angle setting, we set the $i$th hash of the input vector $z$ to be $\text{sgn}(PH_i z)$. Provided that the angles are not close to zero, we can show that the above hashing method has low bias in estimating the actual angle and that the estimates are correct with high probability. The mild technical condition of the angles not being close to zero is easy to satisfy, say, by randomly perturbing all input vectors.
Figure 1: Description of datasets.

<table>
<thead>
<tr>
<th>Name</th>
<th># points</th>
<th>dimensions</th>
<th># queries</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLICKR</td>
<td>1 million</td>
<td>1024</td>
<td>10k</td>
</tr>
<tr>
<td>QUERIES</td>
<td>1 million</td>
<td>376</td>
<td>10k</td>
</tr>
<tr>
<td>MNIST</td>
<td>60k</td>
<td>784</td>
<td>10k</td>
</tr>
<tr>
<td>P53</td>
<td>14.6k</td>
<td>5408</td>
<td>2k</td>
</tr>
</tbody>
</table>

7. EXPERIMENTS

In this section we describe the experimental results obtained by running our algorithms, compared against a standard LSH implementation as the baseline. We start by describing the datasets, at least two of which are publicly available for repeatability purposes.

We performed experiments in the $R$-near-neighbor setting. Given an input dataset and a query point, the goal is to return the set of points that lie within distance $R$ of the query point.

7.1 Datasets

The experiments were performed on the following four datasets: FLICKR, QUERIES, MNIST, and P53. The basic statistics of the datasets are summarized in Figure 7.1.

The FLICKR dataset consists of images represented as dense vectors of dimension 1024 computed by a convolutional neural network. Out of these images, we sampled one million images in order to create the input dataset, and another 10,000 images to create the query set. When creating the query set, we ensured that the same image (according to the identifier present in the dataset) does not belong to both the input dataset and the query set. The QUERIES dataset was created by following the description given in [10], where the authors use an analogous dataset to demonstrate how temporal correlation of search queries is indicative of semantic similarity. In creating the QUERIES dataset, we calculated the frequencies of queries submitted to a major search-engine for 376 consecutive days. Each query $q$ is then represented as a vector $X_q$ of length 376, where the entry $X_{qi}$ is the frequency of query $q$ on the $i$th day. We kept only the 0.1 million most frequent queries, and again partitioned and sampled the set to obtain 1 million input vectors and 10,000 query vectors. Each of the input vectors and query vectors were also normalized using the mean and standard deviation as $\bar{X}_i = (X_i - \mu(X_i))/\sigma(X_i)$, as described in [10].

For the sake of repeatability, we also perform the experiments on two smaller, publicly available datasets, namely, MNIST\(^1\) and P53\(^1\,\)\(^1\). The MNIST dataset consists of byte representations of images of handwritten digits that have been size normalized and pre-partitioned into training and test sets. We used this data set as-is, the 60k training images as the input points and 10k test images as query points. The P53 dataset consists of feature vectors that are each of size 5408, where each dimension indicates a feature value extracted from a biophysical model of the P53 protein. For this dataset, we removed all the data points that have missing entries, reducing the size of the dataset from 16.7k to 16.6k. These points were then partitioned randomly into 2k query points and 14.6k input points.

7.2 Experimental method

We based our LSH implementation on the Exact Euclidean LSH ($E^2$LSH) implementation of Andoni et al.\(^1\)\(^1\). $E^2$LSH implements $R$-near neighbor by first constructing a set of candidates using the LSH hash-buckets that the query point falls into, and then pruning the set of candidate by comparing each of them to the query point. The total query time is thus dependent on both the time taken to compute the LSH buckets and on the number of candidates returned by the LSH buckets.

$E^2$LSH also applies a pairing “trick” to speed up the LSH computation.\(^1\) This reduces the time to compute all the probe locations in the LSH tables from $O(dkL)$ to $O(dk\sqrt{L})$. For any even $k$, $L$ is set to $m(m-1)$. For a data point $x$, first it computes the $k/2$-wide LSH values $\{u_i(x) : i = 1, \ldots, m\}$ and then obtains $L$ LSH values from these as $h_\kappa(x) = (u_i(x), u_j(x))$, where $i \neq j$. Although the $h$ values are not independent any more, the resulting scheme is still provably correct if $L$ is set to slightly higher than in the fully independent case.

We compared four different algorithms, namely, DHHash, naive LSH (Naive), and two variants AHash50 and AHash25, where the sparsity parameter $q$ of Algorithm 1 is set to 0.5 and 0.25 respectively. We ran $E^2$LSH with the pairing trick and modified the code to use each of these algorithms to compute the above described $u_i(x)$ functions.

7.3 Metrics

For each dataset, we chose four different radii $R$, and these were chosen such that the average numbers of $R$-near neighbors are approximately 10, 25, 50, and 100. We present four different metrics for each dataset, for each radius:

- the average recall, i.e., fraction of $R$-near neighbors that are actually returned,
- the average query time per query measured in seconds elapsed,
- the time taken to compute the LSH indices,
- the space usage as measured by the number of hash tables constructed, $L$,
- the average number of nearest neighbor candidates that the $E^2$LSH algorithm had to sift through.

Note that $E^2$LSH filters set of candidates by computing the exact distances, it never reports false $R$-neighbors, i.e., its precision is always 1 irrespective of the LSH function used.

In order to be able to compare the query times of the different LSH for various algorithms, we fixed the targeted recall at 0.9. Since the performance of LSH schemes is sensitive to the parameters $k$ and $L = m(m-1)$, we iterated over a range of parameters $k$ and $m$ and selected the parameter tuple that had the minimum average recall time while having a macro-averaged recall over 0.9. Ideally, we would like to fix the recall of all the candidates exactly at 0.9 to be able to compare the query times. However, because of the small discrete jumps in the average recall in each of the LSH techniques, we were able to only approximately align the recall numbers of different algorithms. $E^2$LSH provides a functionality to estimate the optimal parameter set for a given recall and a given radius. We used this initial estimation to guide the construction of the grid of parameters that we searched over for each method.

7.4 Results

We demonstrate the efficiency of our algorithms by carefully studying multiple metrics and datasets.

\(^1\)www.mit.edu/~andoni/LSH/

\(^2\)archive.ics.uci.edu/ml/datasets/p53+Mutants
Recall. The first column in Figure 2 shows the recall levels achieved at the chosen parameter tuples for each of the radius values. As discussed above, the recall values are very close to each other, but are not aligned perfectly. The differences are at most a few percentage points. We observe that the recall for DHHash is almost always more than that of Naive at the chosen parameter tuple, thus making our claims of query time improvements justified.
Query time. The middle column in Figure 2 depicts the average query times obtained with the parameters that gave the aforementioned recalls. Overall, we see about a 15-20% improvement in most cases (and up to 50% maximum) by using DHHash over Naive. Using the two different variants of ACHash, however, does not always provide a uniform improvement in query time over Naive. Even at comparable (or lesser) recalls, we see ACHash variants performing slightly worse than Naive. We however, have not experimented with the sparsity settings of ACHash exhaustively. Overall this underlines the benefits of DHHash being parameter free.

LSH computation. The last column in Figure 2 shows the time taken in the computation of the LSH index for the average query point. As predicted by theory, DHHash is always an order of magnitude faster than Naive. ACHash, however, is not always faster than Naive, which is a result of two effects: at the sparsity setting we used, it still needs to compute an almost dense matrix-vector product, and the number of replications $L$ needed for ACHash (and for DHHash) is typically more than that required for Naive.

Candidate set size. Figures 3(a), 3(c), 3(e), 3(g) illustrate the number of candidates that the LSH index returned as hits and the actual pairwise distance computed for by $E^2$LSH. The results are mostly correlated with the respective query times, except for the rare cases where in spite of having generated more candidates, DHHash runs faster as an effect of having computed the LSH functions much more efficiently.

Space usage. Finally, figures 3(b), 3(d), 3(f) and 3(h) show the space used by the chosen parameter settings, measured by the value of $L$, the number of replications performed. Except for Flickr, DHHash has been able to improve runtime only at the expense of using more space than Naive.

Overall, we observe that due to the pairing “trick” described earlier, Naive spends the majority of time in filtering the candidates. Compared to Naive, DHHash achieves greater improvements in
In this paper we proposed two new algorithms to speed up LSH for the Euclidean distance. Our algorithms exploit the property of being able to compute Hadamard transforms fast and consequently form and reduce the hash index construction time to \( O(d \log^2 d + kL) \) and improve the query time than those possible by speeding up the LSH computation only for the same level of accuracy. Our algorithms achieve more than 20% improvement in query time over standard implementations. While our algorithms are simple and easy to implement in practice, most of our algorithms are simple and easy to implement in practice, most of our algorithms are simple and easy to implement in practice.

Our extensive experiments on four large datasets show that our algorithms are able to compute the hash index construction time to \( O(d \log^2 d + kL) \) and improve the query time than those possible by speeding up the LSH computation only for the same level of accuracy. Our algorithms achieve more than 20% improvement in query time over standard implementations. While our algorithms are simple and easy to implement in practice, most of our algorithms are simple and easy to implement in practice, most of our algorithms are simple and easy to implement in practice.