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Abstract
Several computational approaches have been proposed for inferring the affective state of the user, motivated for example by the goal of building improved interfaces that can adapt to the user’s needs and internal state. While fairly good results have been obtained for inferring the user state under highly controlled conditions, a considerable amount of work remains to be done for learning high-quality estimates of subjective evaluations of the state in more natural conditions. In this work, we discuss how two recent machine learning concepts, multi-view learning and multi-task learning, can be adapted for user state recognition, and demonstrate them on two data collections of varying quality. Multi-view learning enables combining multiple measurement sensors in a justified way while automatically learning the importance of each sensor. Multi-task learning, in turn, tells how multiple learning tasks can be learned together to improve the accuracy. We demonstrate the use of two types of multi-task learning: learning both multiple state indicators and models for multiple users together. We also illustrate how the benefits of multi-task learning and multi-view learning can be effectively combined in a unified model by introducing a novel algorithm.
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1. Introduction
Affective computing seeks to develop more efficient and pleasant user interfaces by taking into account the affective state of the user. For example, the information flow can be tailored by managing interruptions from e-mail alerts and phone calls when the user is in deep thought [7], and the affective state can be used to determine the most suitable time to intervene during a pedagogical game [8]. Apart from adapting the interface, information on the affective state can be used to gain a deeper understanding of how users and computers interact. A prerequisite of affective computing is the ability to recognise users’ states of interest, either by observing the users’ actions [26] or by analyzing physiological signals measured from the user [25] [15] [6]. In this work, we study the latter approach and discuss machine learning solutions for inferring the affective state of the user from physiological signals in unobtrusive and loosely-controlled user setups.

During recent years, several databases of physiological measurements in affective computing tasks have been released [13] [22] [31], in an attempt to provide high-quality data for learning and benchmarking state inference models. The state of the art in the field is that the user’s state can be inferred relatively accurately in highly controlled experiment setups where the stimuli evoke strong emotional responses [20] [24] [32]. For less controlled setups, where the ground truth labels come from user evaluations, some recent works have obtained positive results [22] [2] [9] [11] [33] but in many cases the prediction accuracies are not yet sufficiently high for practical use in adaptive interfaces.

We introduce two elements from machine learning literature to help improve the user state estimation: multi-view learning and multi-task learning. Both ideas can be incorporated into many of the current state estimation methods (for a recent review see Zeng et al. [34]), to obtain better estimates of the user’s affective states. We motivate these concepts for affective computing tasks and demonstrate their usefulness in learning user states especially when used in combination.

Multi-view learning studies how data sets having co-occurring observations can be combined. Most affective computing studies monitor the user with several sensors or sensor channels, which can be consid-
ered as such co-occurring sets. Multi-view learning refers to various strategies for learning a joint model over all sensor data, to learn how the sources should be combined for building optimal models. In this paper, we work with a specific multi-view learning technique called multiple-kernel learning (MKL) [16], which allows using multiple sensors in any kernel-based learning algorithm while automatically revealing which sensors are useful for solving the task. Even though considerable effort has been put into finding out which physiological sensors are related to which affective dimensions, this is still useful for all practical applications with specific sensor hardware. Automatically learning the sensor importance is especially useful when developing practical systems for out-of-laboratory conditions.

The other concept, multi-task learning (MTL), studies learning of several prediction tasks together [5]. Within the scope of state inference, MTL takes advantage of the data of other users by learning from the cross-user similarities, without assuming that the users are identical. This helps particularly when the amount of labeled training data is limited. Alternatively, learning each output label, such as arousal and valence could be considered as a task. Learning predictive models for all of the labels together is then useful assuming that all labels are one-dimensional summaries of a more complex unknown state of the user. The approach will be particularly useful if the dimensions are not independent.

We present a novel kernel-based model that combines both multi-view and multi-task aspects. It can be applied to both of the aforementioned MTL scenarios, and it uses the MKL formulation to make the approach multi-view. We then apply the model to two different data collections to study the accuracy of state recognition. The first collection, taken from Koelstra et al. [22], is an example of a laboratory-quality data. We have collected the other data set ourselves under less constrained conditions.

The main goal of the paper is to illustrate the benefits of the two aforementioned general purpose machine learning techniques in affective computing applications. To this end, we show how combining MTL and MKL within a unified model improves the prediction performance, and also highlight how MKL automatically learns the importance of individual sensors even when solving multiple inference tasks simultaneously. We demonstrate the models with generic features instead of carefully selecting the sensors and features to match the particular affective inference tasks. This highlights the main advantage of the proposed strategy: It allows working with a wide set of sensors and tasks, without requiring much manual labor in incorporating domain-specific knowledge into the solutions.

2. Inferring the User State

Given the input data from $P$ sensors, the user state inference task consists of inferring for each data point a set of labels that jointly characterize the state of the user. We do not assume any particular emotional model, such as [28]. Instead, we simply require the states to be represented by a collection of numerical labels. The labels do not have to be independent; in fact, as will become more apparent later, the multi-task formulation we introduce is specifically tailored to capture correlations between the labels. In the experimental section we use Likert-scale evaluations of valence, arousal, liking, and mental workload as the labels, but the underlying machine learning techniques would apply to any other numerical characterizations of the state dimensions. Even though we resort to binarization of multi-category state labels to overcome data scarcity, extension of the presented techniques to multi-class setups is straightforward.

We study user-specific and user-independent setups for each learning model. The former is trained on data recorded from a single user and assumes this person to be the eventual user of the system, whereas the latter learns the models from $M$ earlier users and assumes the eventual user to be a new one. User-specific models need to be separately customized to target users. On the other hand, user-independent models do not require any training data from the eventual user, and hence can be pre-trained on large data collections.

For both scenarios, each data sample $x_i$ is represented as a collection of vectors $x_i = [x_i^{(m)}]_{m=1}^P$, one for each of the $P$ views (here sensors), where $x_i^{(m)} \in \mathbb{R}^{D_m}$ and $D_m$ is the dimensionality of the feature representation for the sensor $m$. The output, characterization of the user’s state, is given as (here binary) vector of labels $y_i = \{y_i(1), \ldots, y_i(T)\}$, where $y_i(j) \in \{\pm1\}$ and $T$ is the number of labels.

All learning setups considered in this paper are multi-view, due to the input data coming from $P$ different sensors. MTL, in turn, can be applied in two different ways. When considering the different users as different but related tasks we can learn user-specific models for all users at the same time, separately for each label. In this case, each task takes as input the measurements taken from a different user $x$, and predicts the corresponding label. Even though the models are learned together in the spirit of multi-task learning, the output will be a separate model for each user. Alternatively, we can learn a single user-independent model for all $T$ labels at once, resulting in a MTL setup where the inputs $x$ are the same for all tasks but the output labels are different.

In this paper, we formulate a novel kernel-based algorithm that performs multi-task and multi-view learning in a coupled and efficient manner. In Sections 2.2 and 2.3 we review the basics of kernel based learning and
explain the earlier kernel-based multi-task and multi-view algorithms. Finally, in Section 2.4 we introduce our new model that combines both approaches.

2.1. Support Vector Machines (SVM)

We take the standard support vector machine (SVM) \[30\] as a single-task and single-view building block on which we develop our novel multi-task multi-view learning algorithm. We denote by \((x_i, y_i)_{i=1}^N\) a sample of \(N\) independent training instances, where \(x_i\) is a \(D\)-dimensional input vector with the target output \(y_i\), and by \(\Phi: \mathbb{R}^D \rightarrow \mathbb{R}^S\) a function that maps the input patterns to a preferably higher dimensional space. The support vector machine learns a linear discriminant that predicts the target output of an unseen test instance \(x\) as

\[
f(x) = w^\top \Phi(x) + b,
\]

where \(w\) contains the hyperplane parameters and \(b\) is the bias parameter. Using the representer theorem, the discriminant in the dual form becomes

\[
f(x) = \sum_{i=1}^N \alpha_i [\Phi(x_i)^\top \Phi(x) + b]
\]

where \(N\) is the training set size, \(k: \mathbb{R}^D \times \mathbb{R}^D \rightarrow \mathbb{R}\) is the kernel function that defines a similarity metric for pairs of data instances, and \(\alpha\) is the vector of Lagrange multipliers defined in the domain

\[
\mathcal{A} = \left\{ \alpha : \sum_{i=1}^N \alpha_i = 0, \alpha_i \in \mathbb{R}, \forall i \right\}. \tag{1}
\]

For binary classification \(y_i \in \{-1, +1\}\) and squared loss, the corresponding objective function is

\[
J(\alpha) = \frac{1}{2} \sum_{i=1}^N \sum_{j=1}^N \alpha_i \alpha_j y_i y_j \left( k(x_i, x_j) + \delta_i^j \right),
\]

where \(\delta_i^j = 1\) if \(i = j\) and 0 otherwise. In the training phase, \(J(\alpha)\) is maximized with respect to \(\alpha\).

2.2. Multiple Kernel Learning (MKL)

A good affective computing model utilizes information from all available sensors, correctly weighting each of the sensors according to how useful it is. Instead of manually selecting only a small subset of most useful sensors, we propose to automatically infer the best sensors amongst a possibly very rich set of sensors.

Multiple kernel learning is a multi-view learning solution that automatically learns the importance of the sensors to maximize the predictive accuracy of kernel-methods (see Gönen and Alpaydin \[16\] for a survey). The idea is to represent each sensor (view) \(P\) by one kernel \(k_m\), and combine them into a single kernel \(k\) by using a function \(f_\eta: \mathbb{R}^P \rightarrow \mathbb{R}\) parameterized by \(\eta\):

\[
k(\mathbf{x}, \mathbf{y}; \eta) = f_\eta([k_m(x^{(m)}_i, \mathbf{y}^{(m)}_j)]_{m=1}^P; \eta).
\]

An optimal \(\eta\) is learned from data. The different multiple kernel learning models differ in the way they put restrictions on the kernel weights \(\eta\). In this paper, we take a weighted average of the kernels, with nonnegative weights that sum up to one (i.e., convex sum):

\[
k(\mathbf{x}, \mathbf{y}; \eta) = \sum_{m=1}^D \eta_m k_m(x^{(m)}_i, \mathbf{y}^{(m)}_j).
\]

When learning the kernel weights one could also consider some form of regularization for them, for example to favor sparse solutions. There has been no conclusive evidence that sparse solution would be more accurate (see \[21\]), and hence we learn here the weights of regular MKL without sparsity-inducing regularization.

2.3. Multi-Task Kernel Machines

Multiple learning tasks can be solved more accurately if they are learned together, by encouraging the tasks to share knowledge by having similar parameters \[3\]. This idea has been employed in SVMs by merging the training instances of all tasks, and learning the following kernel function \[14\]:

\[
\tilde{k}(\mathbf{x}, \mathbf{y}) = (1/\gamma + \delta_i^j)k(x_i, y_j) \tag{2}
\]

where \(\gamma\) determines the similarity between the samples of different tasks and \(\delta_i^j = 1\) if \(x_i, y_i\) are from the same task, and 0 otherwise. Intuitively, the model assumes that samples from all other tasks can also be used for learning the model but their similarity is discounted by a factor of \(\gamma\). For \(\gamma = 0\) the solution reduces to assuming all tasks to be identical, whereas \(\gamma = \infty\) is equivalent to learning the tasks separately.

The above multi-task formulation has three disadvantages: (a) it requires all tasks to be in a common input space; (b) it requires all tasks to have the same output space to be able to capture them in a single learner, which makes it not applicable for MTL over labels (multi-output learning); (c) it requires more time than training separate (hence small-sample) learners for each task.

2.4. Multi-Task Multiple Kernel Machines (MT-MKL)

We could obtain a multi-task multi-kernel learning method by simply extending Eq. (2) to multiple kernels,

\[
\tilde{k}_\eta(x_i, y_j; \eta) = (1/\gamma + \delta_i^j)k_\eta(x_i, y_j; \eta),
\]

and learning the weights \(\eta\) as in standard MKL. However, the aforementioned disadvantages would still apply.
We propose a novel MT-MKL model that induces similarity across tasks via kernel combination parameters $\eta$, instead of via the discriminant function as above. It learns a different $\eta$ for each task $r$ and regularizes them globally. Assuming a single $\eta$ common to all tasks as in Rakotomamonjy et al. [27] is then a special case of our model, which holds the risk of negative transfer if some of the tasks are only weakly correlated. Parameters of models can be learned by solving the following min-max optimization problem:

$$\min_{\eta \in \mathcal{A}} \max_{\alpha \in \mathcal{N}} \Omega((\eta^T)_{r=1}^T) + \sum_{i=1}^T J_i(\alpha_r, \eta_r)$$

where $\mathcal{E} = \{\eta : \sum_{m=1}^p \eta_m = 1, \eta_m \geq 0 \forall m\}$ denotes the domain of the kernel combination parameters, $\mathcal{A}$ is the domain of the Lagrange multipliers for task $r$ as in Eq. (1), and

$$J_i(\alpha_r, \eta_r) = \sum_{j=1}^N \alpha_r^j \sum_{p=1}^N \eta_r^j \left( \sum_{i=1}^N \eta_r^i \right) + \delta_j^r/2$$

is the objective function of the kernel-based learner for task $r$. Similarity between the kernels is enforced by the regularization term $\Omega(\cdot)$ that makes the kernel combination parameters of different tasks related and penalizes their divergence from each other. Among many possible choices of regularizers, we illustrate two: i) the inner-product regularizer

$$\Omega_1((\eta_r)_{r=1}^T) = -\nu \sum_{j=1}^T \sum_{i=1}^T \eta_r^j \eta_r^i,$$

and ii) the $\ell_2$-norm regularizer

$$\Omega_2((\eta_r)_{r=1}^T) = -\nu \sum_{j=1}^T \sum_{i=1}^T ||\eta_r - \eta_i||_2.$$

The first regularizer, $\Omega_1(\cdot)$, corresponds to the negative total correlation between the kernel weights of the tasks. Although this term is concave, efficient optimization is possible thanks to the bounded feasible sets of the kernel weights. The second alternative, $\Omega_2(\cdot)$, is the standard $\ell_2$-norm regularizer that penalizes the distance of kernel weights in the Euclidean space.

The coefficient $\nu$ determines the influence of the regularizer on the cost function. A small $\nu$ value corresponds to assuming unrelated tasks (and with $\nu = 0$ the model reverts to an independent MKL learner for each task), whereas a large value enforces similar kernel weights across the tasks.

The min-max optimization problem in Eq. (3) can be solved using a two-step iterative algorithm in a similar way to previous work on MKL [35, 36, 37]. In the first step, kernel weights $(\eta_r^T)_{r=1}^T$ are given, hence we have $T$ single-task single-kernel learning problems at hand. In the second step, where single-task learners are given, we update $(\eta_r)_{r=1}^T$ with respect to $O_\eta$ by applying projected gradient-descent subject to two constraints on the kernel weights: i) being positive ($\forall r, \forall m, \eta_r^m \geq 0$), and ii) summing up to one ($\forall r, \sum_{m=1}^p \eta_r^m = 1$). The gradient of the joint objective function of all task learners $O_\eta$ is

$$\frac{\partial O_\eta}{\partial \eta_r^m} = -\nu \sum_{j=1}^T \eta_r^j \frac{\partial (\sum_{m=1}^p \eta_r^m)}{\partial \eta_r^m} = -\nu \sum_{r=1}^T \eta_r^m,$$

for the inner-product penalty, and

$$\frac{\partial O_\eta}{\partial \eta_r^m} = -\nu \sum_{i=1}^T (\eta_r^m - \eta_i^m),$$

for the $\ell_2$-norm penalty. For faster convergence, step sizes of the gradient-descent can be tuned at each iteration by line search. The iterations are then repeated until convergence. The proposed method can be summarized as in Algorithm 1. See Gönen et al. [17] for the empirical performance of the method on tasks other than affective state inference.

### 3. Tasks, Setups, and Measures

We demonstrate off-line analysis with the kernel-based inference models in two different application scenarios. The first uses high-quality data from Koelstra et al. [22], and acts as an example of how good models can be learned when the stimuli are relatively carefully chosen, the user is monitored with an extensive set of sensors, and the labeling has been done with care. We then make a step towards a setup that would be closer to what could be used for practical affective
interfaces, using a smaller set of relatively unobtrusive sensors and letting computer scientists that are not experts in psychological experiments, such as ourselves, design the data collection and labeling schemes.

For assessing model performance, we use:

- **accuracy**: the proportion of correct predictions,
- **AUC**: area under receiver operating characteristics curve,
- **macro-$F_1$ score**: the average of the harmonic mean of precision and recall over all output categories.

For user-specific models we compute the leave-one-sample-out estimate, learning $N$ different models using $N - 1$ data points for training and evaluating with the left-out sample. For user-independent models we use a leave-one-user-out procedure, learning $M$ different models using all the data from $M - 1$ users and testing with the left-out user. For both setups, we compare the performance of three kernel-based learners: SVM, MKL, and MT-MKL. For MT-MKL, we consider the following four alternatives:

- **MT-MKL (U1)**: Users are taken as tasks and $\Omega_1(\cdot)$ is used for kernel weight regularization.
- **MT-MKL (U2)**: Users are taken as tasks and $\Omega_2(\cdot)$ is used for kernel weight regularization.
- **MT-MKL (L1)**: Label categories are taken as tasks and $\Omega_1(\cdot)$ is used for kernel weight regularization.
- **MT-MKL (L2)**: Label categories are taken as tasks and $\Omega_2(\cdot)$ is used for kernel weight regularization.

For MT-MKL (L1) and MT-MKL (L2) we evaluate both user-specific and user-independent learning setups, but for MT-MKL (U1) and MT-MKL (U2) only the user-specific setup is applicable.

It would also be possible to consider multi-task learning over both the users and the label categories, so that each user+label pair would form a single task. However, such tasks would not be exchangeable but instead the structure between the tasks should be taken into account in the learner; for instance, the tasks corresponding to the same user should be regularized more towards each other than the tasks corresponding to different users. Hence, we do not consider such a setup further in this paper, but instead focus on the setups where all tasks a priori equally related to each other.

We picked the hyperparameters $C$ and $\nu$ by cross-validation. The $C$ was selected from the set $\{10^{-3}, 10^{-2}, \ldots, 10^3\}$ for all models. For MT-MKL variants, the regularization parameter $\nu$ was picked from the set $\{10^{-4}, 10^{-3}, \ldots, 10^4\}$. We used the baseline method SVM to choose either linear or Gaussian kernel, using the same choice for all MKL methods as well. For both cases, the kernels were normalized to make the MKL weights more easily interpretable.

### 4. Experiment 1: High-Quality Laboratory Data

The first data set, named by the authors as DEAP, is taken from Koelstra et al. [22]. In the experiment, 32 healthy participants watched 40 music videos of one minute each and self-reported their emotional response to each video in four dimensions: valence, arousal, dominance, and liking (where liking refers to whether the user liked the video). The original label scales (from 1 to 9) were binarized by thresholding at level 5. The subjects were monitored through measurements with an extensive set of sensors, including full-scalp EEG and six peripheral sensors. We extracted 216 features from the measurements for each video (see Table 1), a subset of the features used by Koelstra et al. [22]. We also utilized a dimensionality reduction procedure similar to Koelstra et al. [22]: We computed linear discriminant analysis (LDA) on the training data for each label separately, then selected the top 25% of features for each sensor, ranking them by the eigenvalue in the LDA solution.

#### 4.1. Prediction performance

The user-specific learning setup is the same as the one used in Koelstra et al. [22]; hence, we are able to compare the performance of our methods also with the naive Bayes model used there. In particular, we compare our results against their best variant using only physiological signals as inputs (they got better results when incorporating also content-based features, which would not generalize to any other type of content). We also present the baseline results of majority voting (choosing the label that is most frequent in the training data) and random guessing according to the relative frequency of the labels in training data.

We performed our analysis on the same three emotional dimensions as Koelstra et al. [22]: valence, arousal, and liking. Average (over the users) test accuracies, AUC, and macro-$F_1$ scores of our method and the baselines are given in Table 2 (top). Multi-tasking in either way (over labels, or users) using the inner-product regularizer brings decent improvement over simpler models for all labels except liking. MT-MKL(U1) and MT-MKL(L1) either outperform or are tied with the naive Bayesian model introduced by Koelstra et al. [22] defined majority voting as the most frequent label in the whole data. This would not correspond to a valid classifier, since it uses test data.

\footnote{Note that Koelstra et al. [22] defined majority voting as the most frequent label in the whole data. This would not correspond to a valid classifier, since it uses test data.}
Table 1: List of features extracted from the DEAP data set, which is a subset of the list given in Koelstra et al. [23].

<table>
<thead>
<tr>
<th>Feature Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Full-scalp EEG from 32 channels</strong>: spectral powers of theta (4-8)Hz, slow alpha (8-10)Hz, alpha (10-12)Hz, beta (12-30)Hz, and gamma (30+)Hz bands for each electrode**</td>
<td></td>
</tr>
<tr>
<td><strong>EOG (Electro-oculogram) and EMG (Electro-nyogram)</strong>: energy, mean and variance</td>
<td></td>
</tr>
<tr>
<td><strong>GSR (Galvanic Skin Response)</strong>: mean, mean of the derivative, mean of the positive derivatives, proportion of negatives in the derivative, number of local minima, 10 spectral powers within (0-2.4)Hz</td>
<td></td>
</tr>
<tr>
<td><strong>Respiration</strong>: band energy ratio, average respiration signal, mean of the derivative, standard deviation, range of greatest breath, 10 spectral powers within (0-2.4)Hz, average and median peak to peak time</td>
<td></td>
</tr>
<tr>
<td><strong>Plethysmograph</strong>: average and standard deviation of Heart Rate Variability (HRV) and interbeat intervals, energy ratio between (0.04-0.15)Hz and (0.15-0.5)Hz, spectral power in (0.1-0.2)Hz, (0.2-0.3)Hz, (0.3-0.4)Hz, (0.01-0.08)Hz, (0.08-0.15)Hz, (0.15-0.5)Hz components of HRV</td>
<td></td>
</tr>
<tr>
<td><strong>Skin temperature</strong>: mean, mean of the derivative, spectral power in (0-0.1)Hz and (0.1-0.2)Hz</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Test accuracy, AUC, and macro-$F_1$ score of the models on the DEAP data set. The top table shows the results for the user-specific setup and the bottom table for the user-independent setup. The value of the best performing model (not counting baselines) has been boldfaced in each column. 'Random' and 'Majority' are baselines, SVM is a traditional kernel-based learner, MKL denotes a multi-view SVM, and the MT-MKL are multi-task multi-view learners. For the user-independent setup the third row shows the best results reported in Koelstra et al. [22]. Table 7. MT-MKL(L1) and MT-MKL(U1) correspond to multi-tasking over labels and users using the regularizer $\Omega_1(\cdot)$, respectively. MT-MKL(L2) and MT-MKL(U2) denote the same but uses the regularizer $\Omega_2(\cdot)$.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Valence</th>
<th>Arousal</th>
<th>Liking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc.</td>
<td>AUC</td>
<td>F1</td>
</tr>
<tr>
<td>Random</td>
<td>0.50</td>
<td>0.52</td>
<td>0.49</td>
</tr>
<tr>
<td>Majority</td>
<td>0.51</td>
<td>0.50</td>
<td>0.32</td>
</tr>
<tr>
<td>DEAP</td>
<td>0.63</td>
<td>N/A</td>
<td>0.61</td>
</tr>
<tr>
<td>SVM</td>
<td>0.64†</td>
<td>0.60†</td>
<td>0.62†</td>
</tr>
<tr>
<td>MKL</td>
<td>0.63†</td>
<td>0.60†</td>
<td>0.60†</td>
</tr>
<tr>
<td>MT-MKL(U1)</td>
<td>0.66</td>
<td>0.64</td>
<td>0.63†</td>
</tr>
<tr>
<td>MT-MKL(U2)</td>
<td>0.62†</td>
<td>0.64</td>
<td>0.53†</td>
</tr>
<tr>
<td>MT-MKL(L1)</td>
<td>0.65†</td>
<td>0.64†</td>
<td>0.61†</td>
</tr>
<tr>
<td>MT-MKL(L2)</td>
<td>0.63†</td>
<td>0.61†</td>
<td>0.58†</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feature</th>
<th>Valence</th>
<th>Arousal</th>
<th>Liking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc.</td>
<td>AUC</td>
<td>F1</td>
</tr>
<tr>
<td>Random</td>
<td>0.49</td>
<td>0.48</td>
<td>0.48</td>
</tr>
<tr>
<td>Majority</td>
<td>0.57</td>
<td>0.50</td>
<td>0.28</td>
</tr>
<tr>
<td>SVM</td>
<td>0.57</td>
<td>0.58†</td>
<td>0.55†</td>
</tr>
<tr>
<td>MKL</td>
<td>0.59</td>
<td>0.61†</td>
<td>0.55†</td>
</tr>
<tr>
<td>MT-MKL(L1)</td>
<td>0.59</td>
<td>0.60</td>
<td>0.55†</td>
</tr>
<tr>
<td>MT-MKL(L2)</td>
<td>0.60†</td>
<td>0.60†</td>
<td>0.56†</td>
</tr>
</tbody>
</table>

† Significantly above majority voting (paired t-test, p < 0.05). Not calculated for DEAP since performance scores for individual cross-validation trials are not publicly available.

Koelstra et al. [22]. While MT-MKL(U2) gives comparable results to MT-MKL(U1), the $\ell_2$-norm regularizer performs worse for multi-tasking over labels (MT-MKL(L2)).

We evaluated our methods also on the user-independent setup for completeness, even though the authors of Koelstra et al. [22] avoided this setup due to high inter-user variation in their data. Table 2 (bottom) reveals that the accuracy is lower than in the user-specific case, as was expected. Nevertheless, the relative performance of the models is roughly retained, and we still outperform the chance level.
4.2. Sensor Importance

An advantage of MKL is that it gives a direct estimate of sensor importance in the form of the kernel weights $\bar{\eta}$. It is particularly useful for relative ranking of the sensors.

Figure 1(a) shows the kernel weights found by MT-MKL(U1) for arousal, averaged over the users. EEG is the dominant important sensor, which is sensible considering that a 32-channel sensor is much more data-rich than the other singular sensors. The result is consistent with Koelstra et al. [22] who obtained better results with EEG than they did with all peripheral sensors combined. GSR and respiration sensors are the two most informative peripheral sensors, supporting previous studies such as Alzoubi et al. [1], Gunes et al. [13]. It is noteworthy that this is an automatic side result of the method which required no extra effort from the experimenter.

Figure 1(b) shows the weights for individual users with $\nu = 0$ (the regular MKL model) and Figure 1(c) shows the weights obtained with the multi-task version that chooses the optimal regularization. We see that the multi-task learning solution makes the weights more similar, regularizing the individual solutions learned from limited data, but that it still allows the models for some users to rely more on GSR that is useful for those particular users. The earlier multi-task solution by Rakotomamonjy et al. [27] would force those users to comply with the consensus.

5. Experiment 2: Towards Real-World Usage

In this second example, we took a step towards the kind of data available in real-world applications. We designed an experiment with simpler sensors and with fairly low degree of control for the naturalistic stimulus, but still performed the experiments off-line in a controlled environment.

5.1. Experimental Setup

We constructed an experiment where users performed a pre-specified set of tasks that reasonably resemble typical tasks of daily computer use. The tasks were presented as a series of HTML pages, and the users interacted with the system using a mouse and a keyboard. A typical page in the experiment showed a question or puzzle the user was asked to answer, inducing typical processes such as decision-making and problem solving. Submitting the answer took the user to the next page. The experimental setup and the web-interface were designed from a user-centric perspective. To this end, we interviewed with three pilot users, and adjusted the setup based on the findings.

5.1.1. Measurements

We collected data from six healthy male university students with four devices (see Figure 2: accelerometer, heart rate belt, eye tracker, and electroencephalograph (EEG)). A 3D acceleration vector was measured from the nape of the user at 15 Hz frequency. The heart rate belt recorded RR-intervals (the time between two consecutive R waves in the electrocardiogram (ECG)) at 2 Hz frequency. The eye tracker followed the pupil diameter with an infrared camera attached to a PC monitor at 50 Hz frequency. The EEG device measured one-channel EEG from the FP1 location of the International 10-20 system at 512 Hz frequency.

5.1.2. Interface and User Tasks

The experimental setup consisted of five different phases, as summarized in Figure 3. The first and last phases were baseline measurements, where the participant was presented with no stimulus and was instructed to relax and sit still. In the second phase, the subject filled in a background survey which included open answer and multiple choice questions about age, gender and language proficiency. The third part contained eight multiple choice preference questions, where the choices were presented as four images. The fourth phase consisted of ten arithmetic and logic puzzles of increasing difficulty, designed to elicit mental workload. After each puzzle, the user was given feedback on whether his answer was correct. During the experiment, unexpected events and interruptions, such as simulated failures in submitting forms and incorrect performance feedback were inserted to evoke frustration and arousal.

5.1.3. Labeling Affective States and Mental Workload

We obtained the ground-truth state labels from a 7-point numerical scale. The scale is a simplified version of the Self Assessment Manikin [4] for arousal and valence, and corresponds to one-dimensional Mental Load sub-scale of NASA’s Task Load Index (NASA-TLX) [19] for mental workload. The labels were collected by self-evaluation, similarly to D’Mello and Graesser [12]. The user was shown each page again immediately after the experiment, this time including three sets of radio button selectors, one for each label.

We analysed this data set as similarly as possible to the DEAP data set to keep the outcomes comparable. We extracted one data point of 38 features (8 EEG and 30 peripheral) from the time period of each question/puzzle (see Table 3), and formed the views by grouping features according to the sensors they come from. As in the previous experiment, we binarized the output labels. We infer low vs high level using the midpoint as the discretization threshold.
Figure 1: (a) Average (over the users) kernel weights found by MT-MKL(U1) for inferring arousal, showing that EEG is clearly the most useful sensor. (b) Sensor weights found by MKL for each individual user sorted by the weight of the EEG sensor. (c) Sensor weights found by MT-MKL(U1). Weight increases as the color goes from blue through yellow to red. This figure is best viewed in colors.

Figure 2: A test user wearing the sensors. The headset is a one-channel EEG device, the eye-tracker is integrated in the desktop monitor, and the accelerometer can be seen attached to the nape of the user. A heart rate belt is under the shirt.

5.2. Prediction Performance

Table 4 shows the accuracies, AUC, and $F_1$ scores of all models and baselines. For the user-specific setup (top) MT-MKL(L1), the multi-task solution over labels, outperforms the other models in majority of the performance metrics. The fact that MT-MKL(L1) is better than MT-MKL(U1) could be due to that inter-subject variance is too large to benefit from information transfer across users given only 33 samples per user. Regularizing the kernel weights with $\Omega_1(\cdot)$ yields marginally better performance than with $\Omega_2(\cdot)$. Standard SVM performs fairly well, since it is less likely to overfit on small data sets compared to the more complex alternatives. For the user-independent setup (bottom) the results are similar; MT-MKL variants outperform the rest in general, whereas standard SVM is good for arousal. The choice of the kernel weight regularizer does not have a significant effect on performance. Again the accuracy of all methods is, on average, lower than in the user-specific case.

5.3. Sensor Importance

The kernel weights of MT-MKL(U1), averaged over users for each task, are given in Figure 3. Body motion and pupil diameter sensors have higher contribution to affect inference than EEG and ECG, supporting previous work [10, 29]. The result provides further evidence towards using them in future real-world applications, especially as both are relatively unobtrusive. Another intuitive result is that the single-channel EEG is far less useful than the full-scalp EEG used in the first experiment.

To further illustrate how MKL automatically infers the sensor importance we conducted a semi-artificial study where we complemented the four real sensor streams with artificial noise sensors. The weights given for the real sensors, the ones conveying information on the user state, should then be large while the weights for the noise sensors should be driven towards zero. We created the noise sensors by randomly shuffling the indices of the actual sensor data, in order to break the correlation with the output labels while still...
Table 3: List of features for the second experiment.

| 3D body motion (calculated separately for each dimension), and Pupil diameter: mean and standard deviation, mean of the derivative, mean, median, and maximum peak-to-peak interval, standard deviation of fixation duration
|--------------------------------|
| EEG: spectral power in (0.5–2.75)Hz, (3.5–6.75)Hz, (7.5–9.20)Hz, (10.0–11.75)Hz, (13.0–16.75)Hz, (18.0–29.75)Hz, (31.0–39.75)Hz, (41.0–49.75)Hz
|--------------------------------|
| ECG: mean and standard deviation of the HRV, energy ratio between (0.04–0.15)Hz and (0.15–0.5)Hz, spectral powers in (0.1–0.2)Hz, (0.2–0.3)Hz, (0.3–0.4)Hz, (0.01–0.08)Hz, (0.08–0.15)Hz, (0.15–0.5)Hz components of HRV

Table 4: Test accuracy, AUC, and macro-F$_1$ score of the models for Experiment 2. The top table shows the results for the the user-specific setup and the bottom table for the user-independent setup. The value of the best performing model in each column has been boldfaced. See Table 2 for explanations of the methods.

<table>
<thead>
<tr>
<th>Valence</th>
<th>Arousal</th>
<th>Mental Wkld</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc.</td>
<td>AUC</td>
<td>F$_1$</td>
</tr>
<tr>
<td>Random</td>
<td>0.51</td>
<td>0.51</td>
<td>0.50</td>
</tr>
<tr>
<td>Majority</td>
<td>0.58</td>
<td>0.50</td>
<td>0.29</td>
</tr>
<tr>
<td>SVM</td>
<td>0.63</td>
<td>0.65</td>
<td>0.58$^\dagger$</td>
</tr>
<tr>
<td>MKL</td>
<td>0.62</td>
<td>0.66$^\dagger$</td>
<td>0.58$^\dagger$</td>
</tr>
<tr>
<td>MT-MKL(L1)</td>
<td>0.67</td>
<td>0.70$^\dagger$</td>
<td>0.64$^\dagger$</td>
</tr>
<tr>
<td>MT-MKL(L2)</td>
<td>0.64</td>
<td>0.65$^\dagger$</td>
<td>0.60$^\dagger$</td>
</tr>
<tr>
<td>MT-MKL(U1)</td>
<td>0.61</td>
<td>0.66$^\dagger$</td>
<td>0.58$^\dagger$</td>
</tr>
<tr>
<td>MT-MKL(U2)</td>
<td>0.63</td>
<td>0.65$^\dagger$</td>
<td>0.60$^\dagger$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Valence</th>
<th>Arousal</th>
<th>Mental Wkld</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc.</td>
<td>AUC</td>
<td>F$_1$</td>
</tr>
<tr>
<td>Random</td>
<td>0.46</td>
<td>0.46</td>
<td>0.45</td>
</tr>
<tr>
<td>Majority</td>
<td>0.55</td>
<td>0.50</td>
<td>0.27</td>
</tr>
<tr>
<td>SVM</td>
<td>0.53</td>
<td>0.50</td>
<td>0.52$^\dagger$</td>
</tr>
<tr>
<td>MKL</td>
<td>0.54</td>
<td>0.53</td>
<td>0.52$^\dagger$</td>
</tr>
<tr>
<td>MT-MKL(L1)</td>
<td>0.60</td>
<td>0.58</td>
<td>0.58$^\dagger$</td>
</tr>
<tr>
<td>MT-MKL(L2)</td>
<td>0.58</td>
<td>0.57</td>
<td>0.55$^\dagger$</td>
</tr>
</tbody>
</table>

† Significantly above majority voting (paired t-test, $p < 0.05$).

Figure 4: Sensor weights on the second experiment, averaged over the users for the MT-MKL(U1) model, reveal that body motion (acceleration) is the most important sensor, followed by pupil measurements.

3D body motion (calculated separately for each dimension), and Pupil diameter: retaining the nature of each sensor data. We compare the total weight MKL gives for the true sensors with the alternative approach that directly assigns the sensor weights based on averaged feature-weights of linear regression (implemented as Bayesian $\ell_1$-regularized regression $^{[23]}$). Irrespective of the norm used for averaging the weights, the MKL solutions are superior especially for a high number of noisy sensors, as demonstrated in Figure 5.
Figure 5: The relative importance assigned for the four true sensors when learning the model with $Q$ noise sensors not associated with the affective labels. Both MT-MKL(U1) and MKL assign much higher weight for the true sensors than the alternative method estimating the sensor weights by averaging linear regression weights, irrespective of the norm ($\ell_1$, $\ell_2$, or $\ell_\infty$) used for regularizing the model. The difference is particularly clear for large $Q$ and statistically significant (paired t-test, $p < 0.05$) for $Q \geq 8$. The black dashed line shows the chance level of assigning equal weight to each sensor.

6. Computational Time

For practical application of affective computing models also the computational time is important. All of the models discussed in this paper are reasonably fast to train, especially compared to the time it takes to collect the sensor data, and after the training the time needed for making the predictions is negligible. Hence, all would be practically feasible for affective computing systems.

Table 5 reports average training durations per unit learning task. For multitask methods we divide the durations by the number of tasks they jointly learn, to provide a fair comparison to single-task methods. These durations include the time taken by the cross-validation procedure needed for choosing the hyperparameters. The MT-MKL methods are generally the slowest because they need to validate over a two-dimensional grid to pick not only $C$ but also the $\nu$ parameter.

7. Discussion

In this study, we investigated the benefits of multi-task and multi-view learning for pattern classification problems of affective computing and human-computer interaction. We believe that these concepts fit naturally to the needs of typical affective state recognition setups, especially when used together. We exemplified the concepts by introducing a new kernel-based learning model that combines the two aspects.

Multi-view learning tells how data coming from different sensors should be combined. The MKL technique used in this paper allows automatically learning
the importance of individual sensors (or sensor channels), which simplifies development of robust inference solutions with novel hardware. Multi-task learning, in turn, exploits the correlations between multiple state labels while learning the models. It is also useful in case data are scarce which is a common problem in user-specific modeling setups. Our new model combines both aspects, by mutually regularizing the kernel weights of multiple tasks towards each other.

The primary empirical result of the paper is that the MKL strategies automatically reveal the importance of the sensors, providing intuitive ranking for the sensors in both experiments. We also showed in an artificially constructed example that the MKL strategies are more efficient in ignoring faulty or noisy sensors compared to inferring the importance from a linear regression model. In terms of accuracy, the proposed computational methods are sufficient for inferring the state labels better than chance, but we were not able to demonstrate statistically significant gain compared to the Naive Bayes and SVM, both of which are accurate classifiers for this kind of setups. The experiments still suggest that a reliable gain could be demonstrated under more extensive testing: The MT-MKL variants give the best accuracy, AUC, and macro-$F_1$ scores averaged over all of the results.

Among the two alternatives considered for regularizing the kernel weights of learning tasks, the inner-product regularizer $\Omega_1(\cdot)$ was observed to provide marginally more stable performance than $\Omega_2(\cdot)$. A possible reason for this outcome could be that being a first-order term, $\Omega_1(\cdot)$ acts as a stronger regularizer than the second-order $\Omega_2(\cdot)$. This induces a stronger bias to the learner, making it less sensitive to high noise levels, which is typical to affective data sets including the ones presented above.

An interesting future direction is to consider real online inference of user states; for real-world use automatic selection of sensor importance is even more critical as the sensors may not work in all conditions, and it is also possible to apply multi-task learning over more diverse setups, for example considering different contexts as tasks. The methods proposed here are computationally light in the inference stage, and the training algorithms are also fairly effective and could possibly be extended for real-time learning as well.
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