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Randomized Max-Margin Compositions for Visual Recognition 
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Object Detection Results PASCAL VOC 2010 (comp3) 

Object Detection Results PASCAL VOC 2007 (comp3) 
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Learning Parts without Part Annotations 

#parts  (~1000)  x #sites (21)         > 20000 D         curse of dimensionality 

 

parts are highly uncorrelated  

        subspace methods / part grouping are not suitable for dim reduction 

 

 

compositional classifier (SVM training)                   decision function 

 

 

 

evaluation of different grouping strategies on the validation set 

randomized compositions clearly outperform other grouping strategies 

 

 

concatenation of the K decision values    composition with  

representation 

 

final non-linear classifier with 

 

optimize 

 

 

        decision function 

Part Evaluation 

- without extra annotation as difficult as finding the object 

- clustering parts based on featuers (e.g HOG) is not reliable 

- to avoid incorrect groups we train parts using single positive        

patches which are randomly sampled from the training data 
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Results on the MIT Indoor Dataset Part Selection (PASCAL VOC 2010) 

Are all parts needed ? 

 performance evaluation with increasing  

number of parts on the validation set 

 mean average precision saturates around  

1000 parts 

Project Website 

parts for all datasets  

are available for  

download here : 
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