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Abstract

Mass spectrometry imaging (MSI) is an emerging, promising technology that combines
mass spectrometry (MS) with microscopic imaging. This allows the simultaneous anal-
ysis of the spatial distribution of thousands of different (bio-)molecules. However, the
amount of data acquired renders a direct manual analysis infeasible. This thesis intro-
duces novel methods for the computational analysis of MSI data and thereby contributes
to reaching the full potential of this new technology.

Exploratory Data Analysis. In exploratory data analysis, MS images are decom-
posed into characteristic component spectra and abundance maps. This thesis proposes
the application of probabilistic latent semantic analysis (pLSA) for non-negative decom-
position. It outperforms currently used techniques that do not model the non-negativity
of mass spectra, and yields improved interpretability. pLSA is further combined with a
statistical complexity estimation scheme to automatically estimate the number of char-
acteristic spectra.

Automated Classification. In many studies, prior knowledge on the composition
of a sample is available, e.g., in the form of spatially resolved labels, e.g., for cancerous
tissue. This thesis presents a novel workflow for the automated pixel-based classification
of MS images. It relies on a random forest classifier, which is particularly suitable for
such high-dimensional data. Motivated by a local homogeneity assumption, a spatially
regularized solution is developed, which is robust to spatial noise. Application to diverse
MSI data sets demonstrates that this “digital staining” is a powerful complement to
conventional chemical staining techniques.

The Role of Preprocessing. A large-scale study analyzes the dependency of auto-
mated classification approaches on the choice and parameterization of the methods used
for preprocessing the raw spectra. Furthermore, it is discussed how the analysis may be
complicated by high technical and biological variability between measurements.

Efficient Labeling. Labeling of MSI data is time-consuming. To amend this prob-
lem, this thesis introduces a novel multi-class active learning strategy, which significantly
reduces labeling time without compromising on classification accuracy.

Segmentation. The Segmentation of multivariate data is challenging, especially if
some of the channels are uncorrelated such as in MS images. This thesis proposes to
combine a random forest classifier with a watershed segmentation, and establishes three
novel methods to obtain scalar boundary indicator maps from class probability maps. It
further introduces the multivariate watershed as a generalization of the classic watershed
approach.

v



Zusammenfassung

Die bildgebende Massenspektrometrie ist eine aufstrebende und vielversprechende Tech-
nologie, die die Massenspektrometrie (MS) mit der mikroskopischen Bildgebung kom-
biniert. In einem einzigen Experiment kann die räumliche Verteilung von vielen tausend
(Bio-)Molekülen simultan untersucht werden. Aufgrund ihrer Größe können die aufge-
nommenen Daten jedoch nicht manuell ausgewertet werden. In dieser Arbeit werden
neue Methoden für die computergestützte Analyse vorgestellt, die dazu beitragen, das
Potential der bildgebenden Massenspektrometrie besser auszuschöpfen.

Explorative Analyse. Bei der explorativen Datenanalyse werden die aufgenomme-
nen MS Bilder in charakteristische Spektren und Verteilungskarten zerlegt. In dieser
Arbeit wird die Anwendung der Probabilistic Latent Semantic Analysis (pLSA) vorge-
schlagen, mit der eine nicht-negative Zerlegung erreicht wird. Diese Methode führt
zu besseren und leichter interpretierbaren Ergebnissen als herkömmliche Verfahren, die
die Nicht-Negativität von Massenspektren nicht modellieren. Weiterhin wird ein statis-
tisches Kriterium für die Schätzung der Anzahl der charakteristischen Spektren eingeführt.

Automatische Klassifikation. In vielen aktuellen Studien ist ein gewisses Vor-
wissen über die Zusammensetzung der betrachteten Gewebeprobe vorhanden - z.B. in
Form von räumlich aufgelösten Annotationen für Krebs- und Normalgewebe. In dieser
Arbeit wird ein neuer Workflow für die automatische, pixelbasierte Klassifikation von
massenspektrometrischen Bildern präsentiert. Dieser basiert auf einem Random Forest
Klassifikator, der sich besonders gut für die Klassifikation von hochdimensionalen Daten
(wie MS Bildern) eignet. Unter Annahme von lokaler Homogenität des Gewebes wird das
Klassifikationsergebnis räumlich geglättet, um den Einfluss von Rauschen zu vermindern.
Experimente mit verschiedenartigen MS Bildern zeigen, dass dieses “digitale Anfärben”
eine leistungsstarke Ergänzung zu herkömmlichen chemischen Färbemethoden darstellt.

Einfluss der Vorverarbeitung. In einer umfangreichen Studie wird die Abhängig-
keit automatischer Klassifikationsansätze von der Wahl und der Parametrisierung der
verwendeten Vorverarbeitungsmethoden untersucht. Weiterhin wird dargelegt, inwiefern
die Analyse durch hohe technische und biologische Variabilität zwischen verschiedenen
Messungen erschwert werden kann.

Effiziente Annotation. Das Annotieren von massenspektrometrischen Bilden ist
zeitaufwändig. In dieser Arbeit wird eine neue aktive Lernstrategie für Mehrklassenprob-
leme vorgestellt. Damit kann die Anzahl der benötigten Annotationen stark vermindert
werden, ohne dass Einbußen bei der Klassifikationsgüte hingenommen werden müssen.

Segmentierung. Die Segmentierung von multivariaten Daten ist ein schwieriges
Problem - insbesondere, wenn nicht alle Spektralkanäle korreliert sind. In dieser Arbeit
wird der Random Forest Klassifikator mit der Wasserscheidensegmentierung kombiniert.
Es werden drei neue Methoden vorgeschlagen, mit denen skalare Kantenindikatoren aus
Wahrscheinlichkeitskarten gewonnen werden können. Weiterhin wird eine multivariate
Verallgemeinerung des klassischen Wasserscheidenverfahrens eingeführt.
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Chapter 1

Introduction to this Thesis

In 1990, the National Institutes of Health (NIH) and the US Department of Energy
(DOE) launched the human genome project (HGP) to identify and map the approxi-
mately 20,000 to 25,000 genes of the human genome. Merely ten years later, the project
was completed and the draft of the human genome was announced [220, 51]. By com-
paring DNA in healthy and diseased tissue, scientists hope to find causes of disease
as well as cures and novel treatments. In a related field of research, human DNA is
compared to DNA of other creatures. For instance, chimpanzees share about 98% of
their DNA with humans but react differently or are even immune to certain diseases like
Alzheimer [194, 167]. In comparison to humans, they have a more favorable reponse to
the hepatitis B virus (HBV) and an apparently low incidence of epithelial malignancy
[153]1.

Today, the human genome project and genomics in general are essential tools for
gaining insight into biological processes. In recent years, proteomics was established as
a complementary field of research. In proteomics, the abundance of proteins and their
fragments in different parts of an organism is analyzed and monitored over time, both
under constant and varying conditions [66]. Its enormous potential can be demonstrated
with a simple example: In figure 1.1 a European peacock butterfly and its corresponding
caterpillar are shown. Even though the two creatures appear highly dissimilar, they share
the same DNA. It has been understood that genome activation plays a central role in the
transformation, and that the different appearances actually result from stark differences
in the proteome [50], the collectivity of all proteins that the genome produces.

Over- or underexpression of certain proteins, and dysfunctions of protein interaction
networks are major causes for disease [50, 7], and proteomics starts to play an impor-
tant role in medical research and biochemistry. Current research fields include cancer
grading [197, 233], Alzheimer’s [180] and Parkinson’s [199] disease studies, studying

1Furthermore, it has long been assumed that chimpanzees are immune to the acquired immune defi-
ciency syndrome (AIDS). This is, however, questioned by recent studies [117].
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1. Introduction to this Thesis

Figure 1.1.: European peacock (inachis io) in two stages of its life cycle: as a butterfly
(left) and as a caterpillar (right). Both share the same genome but have a different
proteome.

drug distributions and effects (e.g., does a drug actually reach its target), metabolism
analysis [15, 53], as well as doping testing [211].

Common methods for scrutinizing the structure and function of proteins are immuno-
histochemistry, mutagenesis, and–with increasing importance–mass spectrometry [4].
Mass spectrometry proteomics is a relatively young but rapidly evolving field of re-
search. According to the web of science database [174], the number of publications per
year has increased from less than 50 papers in 1996 to over 3,000 in 2007 [97]. Mass spec-
trometry is capable of simultaneously monitoring hundreds or thousands of molecules.
In recent years, mass spectrometry imaging (MSI) (also imaging mass spectrometry)
[34, 142, 206, 46], a descendant that additionally performs a detailed analysis of the
spatial distributions of (bio-)molecules, has evolved into a promising technology. How-
ever, the enormous size of datasets acquired with state-of-the-art instrumentation–often
up to multiple gigabytes [67]–renders a direct manual analysis infeasible and makes mass
spectrometry (imaging) proteomics highly dependent on bioinformatics [66].

Currently, we observe an increasing demand for novel computational methods [66, 32]
that consider the particular properties of MSI data and that are tailored to the special
needs of the field. This thesis develops and deploys novel algorithms for the automated
analysis of MSI data (cf. figure 1.2):

• In chapter 3, we propose the application of probabilistic latent semantic analysis
(pLSA) for non-negative decomposition of MSI datasets in exploratory settings. In
contrast to principal component analysis (PCA), which is the de-facto standard in
the field [214, 234, 219], it enforces a non-negativity constraint for the elucidation
of interpretable component spectra and abundance maps. We further combine
pLSA decomposition with a statistical complexity estimation scheme based on
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Figure 1.2.: Overview of the topics discussed in this thesis.

the Akaike information criterion (AIC) to automatically estimate the number of
components present in a tissue sample dataset.

• In chapter 4, we demonstrate that “digital staining” by means of MSI constitutes
a promising complement to chemical staining techniques. We suggest the random
forest classifier for nonlinear automated tissue classification, which yields high sen-
sitivities and positive predictive values–even when technical variability is present
in the data. To reduce noise effects and further improve the classification, Markov
random fields smoothing and vector-valued median filtering are employed.

• In chapter 5, we analyze the influence of the choice and parameterization of the al-
gorithms used for preprocessing the acquired spectra on the outcome of automated
classification approaches. We furthermore discuss how high technical and biological
variability between measurements may complicate the analysis of state-of-the-art
MS images.

7
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• Training of supervised classifiers requires labeled example data. However, labeling
MSI data is both costly and time-consuming, especially if the tissue is heteroge-
neous or the classifier has to be trained anew on each newly acquired set. Chapter
6 introduces a novel active learning scheme for multi-class problems. In compari-
son to random sampling, our method reduces the number of required expert labels
without compromising on classification accuracy. It is thus suitable for the efficient
annotation of MSI data.

• In chapter 7, we propose the multivariate watershed, a multivariate generalization
of the classic watershed transform, as well as three novel boundary indicators for
multivariate segmentation of compositional data. Such data arises, for instance,
when classifying MSI data with random forests (chapter 4). We show on both
synthetic and real world MSI data, that our segmentation methods compete well
with existing approaches and are superior in some scenarios.

If not stated otherwise, the mass spectrometry images analyzed in this thesis have been
acquired and kindly made available by our collaboration partners:

• Prof. Dr. Ron M. A. Heeren’s group, FOM-AMOLF, FOM-Institute for Atomic
and Molecular Physics, Amsterdam, The Netherlands (data used in chapters 3, 4,
6, 7).

• Dr. Kristine Glunde’s group, Russell H. Morgan Department of Radiology and
Radiological Science, Johns Hopkins University School of Medicine, Baltimore,
USA (data used in chapters 3, 4, 6, 7).

• Prof. Dr. Axel Walch’s group, Institute of Pathology, Helmholtz Zentrum München,
Germany (data used in chapter 5).
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Chapter 2

Introduction to Mass

Spectrometry Imaging

In the following chapter we shortly introduce basic biological and chemical background
that is instrumental in understanding mass spectrometry proteomics. We furthermore
review the basic principles of mass spectrometry and mass spectrometry imaging and
describe the properties of the raw data that serves as input for further analysis.

2.1. Proteins, Peptides, and Amino Acids

Proteins have been described as the executive molecules in the cells [66]. They are
composed of amino acids, which are joined by peptide bounds, arranged in a linear
chain, and folded into a globular form. The genetic code defines 20 standard amino
acids. Proteins with short amino acid chains (that is less than 50–100 amino acids [17])
are called peptides. Five elements make up the vast majority of all natural elements
incorporated into proteins, namely hydrogen (H), carbon (C), nitrogen (N), oxygen (O),
and sulfur (S). For each element, a set of isotopes with differing mass and abundance
exist, which are mostly unstable. The most common (stable) carbon isotope is 12C with
an abundance of 98.91% and a mass of 12.0000, followed by 13C with 1.09% abundance
and a mass of 13.0034 (cf. table 2.1) [66].

Proteins take part in all kind of processes that act within and between cells of an
organism: Some serve as enzymes that catalyze biochemical reactions and are vital to
metabolism, others control the expression level of the genome, some have structural or
mechanical functions, and others play important roles in immune response, cell signaling
and the cell cycle. Post-translational modifications (PTMs) like phosphorylations can
heavily influence a protein’s function. Whereas the genome is identical in all cells of an
organism (although it plays an important role in activation), the proteome largely differs
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2. Introduction to Mass Spectrometry Imaging

element abundance in % mass

hydrogen 1H 99.99 1.00783
2H 0.01 2.01410

carbon 12C 98.91 12.0000
13C 0.01 13.0034

nitrogen 14N 99.6 14.0031
15N 0.4 15.0001

oxygen 16O 99.76 15.9949
17O 0.04 16.9991
18O 0.20 17.9992

sulfur 32S 95.02 31.9721
33S 0.76 32.9715
34S 4.22 33.9676

Table 2.1.: Abundances and masses of stable isotopes for the five naturally most abun-
dant elements [66].

between individual cells and can even vary over time [66].

2.2. Mass Spectrometry Proteomics and Mass Spectrometry

Imaging

A mass spectrometer can be pictured as a scale for simultaneously weighing hundreds or
thousand of molecules [218] to determine the elemental composition of a sample (see sec-
tion 2.3 for a detailed description). Researchers have employed this powerful technique
in many different contexts, ranging from proteomics [66] to quality control of oil [3],
analysis of art and archaeological materials [48], monitoring of climate change [85], and
even to the analysis of molecular ions in extraterrestrial space [166]. In proteomics, mass
spectrometers are used to study the three-dimensional structure of proteins [198, 133],
their relative and absolute abundance [155, 226, 119, 125], their interactions with other
proteins [63, 45, 70], or their spatial distribution in an organism. Especially the latter
research question is predominantly investigated with mass spectrometry imaging (MSI)
[34, 142, 206, 10, 46, 223]1 which emerged in 1999, when matrix assisted laser desorp-
tion/ionization mass spectrometry imaging (MALDI MSI, see section 2.3.1) was pro-
posed [43]. Since then, MSI has evolved into a promising technology that has established
itself in many fields of application, especially in medical research.

1Mass spectrometry imaging (MSI) is also known as imaging mass spectrometry. However, the corre-
sponding abbreviation IMS is ambiguous since it is also used for ion mobility spectrometry that was
recently coupled with mass spectrometry [113].
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2.2. Mass Spectrometry Proteomics and Mass Spectrometry Imaging

Figure 2.1.: The figure shows the workflow of a mass spectrometry imaging experiment
[170]. First, a grid is superimposed on the tissue sample, and at each pixel location a
mass spectrum is acquired. This yields a 3-dimensional data cube with two spatial (x
and y) and one spectral dimension (m/z ). By fixing the m/z dimension, a 2-dimensional
image is obtained for each mass spectral peak (see lower right). Labels are typically
assigned based on chemical staining of the very same or a parallel tissue slice. Note
that the grid in the upper left is only a coarse sketch. In reality, the grid is much more
fine-grained.
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2. Introduction to Mass Spectrometry Imaging

Today, wet lab staining techniques are still the method of choice for visualizing the
spatial distribution of specific biomolecules or cell compartments. However, the high
specificity of a wet lab stain is also its principal limitation: one slice of tissue can be
treated with a small number of stains only (for exceptions, see [216]) and cannot be
reanalyzed at will when different biomolecules take center stage. MSI, in contrast, is not
handicapped by these restrictions and combines the capabilities of mass spectrometry
with microscopic imaging in a single experiment [142, 135]. Without requiring labels, it
permits a detailed analysis of spatial distributions of (bio-)molecules (such as proteins,
peptides, lipids, or metabolites [42]), while simultaneously screening a large spectral
range covering hundreds or thousands of different molecules [138].

With this richness of information at hand, classification of tissue types (e.g., healthy
vs. tumorous or different tumors) may become more reliable. Influential mass spectral
peaks or groups of mass spectral peaks with their corresponding molecules may in turn
be identified as biomarkers. The strength of the information richness is also a major
burden–automated and reliable computational analysis of MSI data becomes indispens-
able, giving rise to an increasing demand for novel algorithms in bioinformatics.

Current methods for the computational analysis of mass spectrometry images fall
into two categories. If no or little prior knowledge on the composition of a sample is
available (e.g., in exploratory data analysis), unsupervised methods can be applied to
decompose the data into characteristic component spectra and corresponding abundance
maps, visualizing spectral and spatial structure (see chapter 3 and figure 2.2). In cases
where prior knowledge exists, for instance in form of spatially resolved labels, supervised
classifiers can be trained to discriminate different tissue types in an automated way (see
chapters 4,5,6).

With the further development of mass spectrometry and mass spectrometry imaging,
new challenges in bioinformatics arise continually. For instance, a recent development
that requires tailored computational analysis is 3D mass spectrometry imaging [55, 11,
72]. The idea of 3D MSI is to aggregate MSI results from a set of tissue slices (which
are cut in parallel to each other) to reconstruct a volume and visualize 3D distributions
of peptides and proteins in an organism.

2.3. Principles of a Mass Spectrometer

A mass spectrometer consists of three integral parts: an ion source, a mass analyzer
measuring the mass over charge ratio (m/z, in Dalton) of ionized analytes, and a detector
that counts the number of ions for all m/z values under consideration (see figure 2.3)
[4].
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Figure 2.2.: Unsupervised analysis of MSI data: here we used hierarchical clustering [96,
57] to decompose a SIMS dataset of polymers (see [121] for a detailed data description)
where we clustered molecules that exhibit similar spatial distributions with respect to
a distance metric. The figure shows the dendrogram, the average abundance maps
corresponding to the five most prominent clusters as well as the abundance maps of all
molecules within cluster five.

13



2. Introduction to Mass Spectrometry Imaging

Figure 2.3.: On the left, the schematic setup of a mass spectrometry experiment is shown:
The sample is analyzed with a mass spectrometer that consists of an ion source, a mass
analyzer and a detector. Data acquisition is then followed by manual or automated
analysis. On the right, a time of flight (TOF) instrument, one of the most common
mass analyzers available, is shown. The mass of a molecule is determined by its time
of flight: The heavier the molecule, the longer the time between laser pulse and time of
arrival. By using a reflector, the time of travel and thus, the accuracy of the instrument
is increased [4].

2.3.1. Ion Source

Electrospray ionization (ESI) [69]2, Surface enhanced laser desorption/ionization (SEL-
DI) [106], matrix assisted laser desorption/ionization (MALDI) [99, 114], and secondary
ion mass spectrometry (SIMS) [131, 37] are the most popular ionization techniques. The
latter two are the most common ones in mass spectrometry imaging. Whereas ESI ionizes
the analytes out of a solution making it unsuitable for MSI, MALDI ionizes the samples
out of a dry, crystalline matrix using laser pulses. MALDI is usually used for relatively
simple mixtures [4] but can be employed for analyzing extremely large molecules up to
200,000 Da [218, 54] and has thus been established as “the method of choice for recording
intact protein distributions” [142]. In contrast to MALDI, which is laser based, SIMS
uses a highly focused, continuous beam of primary ions to bombard the analyte and
release molecules and secondary ions from the surface [142]. Both, MALDI and SIMS
offer unique advantages and, in a way, are complementary: While MALDI is suitable
for analyzing high mass molecules, its spatial resolution is limited to approximately 25–
200µm if the common microprobe mode (see section 2.3.3) is employed [98]. SIMS, in
contrast, can be used to obtain MS images with extremely high spatial resolutions3 but
offers a very limited mass range (such as 0–1,000 or 0–500 Da), since the number of
ion counts decreases rapidly with increasing mass [142]. Hybrid approaches like matrix-

2In 2002, the Nobel Prize in Chemistry was awarded to John B. Fenn for his work in mass spectrometry
and the development of ESI.

3In theory, the primary ion beams used in SIMS can be focused to spot sizes as small as 50nm, but for
this setting the number of obtainable ions per pixel is too low to result in useful molecular information
[98].
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2.3. Principles of a Mass Spectrometer

enhanced SIMS (ME-SIMS) [231] have also been proposed. Recent work covers MSI
based on ambient ionization methods that allow for the in situ examination of samples,
that is outside the vacuum of the mass spectrometer [229, 138].

2.3.2. Mass Analyzer

A variety of different mass analyzers exist that can be used as standalone or in combina-
tion. The most commonly used instruments include the ion trap, time of flight (TOF)
[204, 224], quadrupole [164], Fourier transform ion cyclotron resonance (FT-ICR) [141],
and the Orbitrap [136, 104]. These approaches differ in sensitivity, resolution, mass ac-
curacy, and their potential to generate tandem MS (also MS/MS or MS2, see section
2.6) spectra from peptide fragments [4].

MALDI and SIMS are often combined with TOF mass analyzers yielding instruments
with high sensitivity, excellent spectral resolution and high mass accuracy [142, 4]. In
a TOF instrument, the ions are accelerated by an electric field of known strength and
travel in vacuum along a path of known length (see figure 2.3). The time between
ionization (e.g., with a pulsed laser) and arrival at the detector is measured. It holds,
that the heavier the ion, the longer the travel time is. By identifying the potential energy
of the charged particle with its kinetic energy, it can be derived that the time of flight of
an ion is proportional to the square root of its mass over charge ratio (m/z ) [204, 116].
By using TOF in reflection mode, the travel time of the ions is prolonged, and the mass
accuracy of the instrument can be increased.

2.3.3. Detector

Most modern day mass spectrometers use microchannel plate detectors [64]. Many
variants exist, which we do not describe in detail here. As an exception, we introduce
the concept of position sensitive detectors [169]. The basic idea is to stabilize the ion
cloud while it is traveling through, e.g., a TOF mass analyzer. By determining the
relative position of each ion within the ion cloud, the spatial resolution of the resulting
MSI dataset can be increased. For instance, the SIMS TRIFT II instrument that was
used for acquiring several datasets that are analyzed in this thesis (cf. chapters 3, 4, 6)
can be run in a so-called mosaic mode to acquire a series of mosaic tiles [7]. Typically,
a single mosaic tile covers 150µm× 150µm of sample area. By using a position sensitive
detector, the resolution can be increased such that each mosaic tile is subdivided into
256 × 256 square pixels 4.

Two techniques for performing MALDI MSI experiments exist: the microprobe and
the microscope mode [142, 120]. The former is the standard approach, which is method-

4However, in practice these high resolution datasets are often characterized by low ion counts per pixels
such that “useful spatial resolution detection below 1µm is almost impossible” [when using SIMS with
liquid metal sources] [71].
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ologically simpler and features lower resolution. In short, a focused laser beam is used to
ionize and analyze a localized region. The obtained mass spectrum is stored along with
its corresponding spatial coordinates, and the laser spot is moved to the next acquisition
spot. The spatial resolution of the resulting imaging dataset is directly related to the
laser spot diameter since all spatial resolution that is higher than the laser spot size is
lost [7]. In contrast, microscope MALDI MSI uses a stigmatic mass spectrometric mi-
croscope [134] with a position sensitive detector to retain the spatial resolution within
the laser spot such that much higher lateral resolutions (below 1µm) can be achieved.
At the same time, microscope imaging is typically faster [122].

2.4. Sample Preparation and Matrix Deposition

Before an MS or MSI experiment can be performed, the sample has to be prepared
for analysis. In MSI, standard sample preparation steps include a) tissue collection
and embedding, b) tissue sectioning and mounting, c) washing and d) surface modifi-
cations [98]. If MALDI or ME-SIMS is employed as ionization technique, the last step
includes the deposition of a matrix solution which improves the ionization capabilities
of the molecules and which can be added manually or with spray robots [223]. Dif-
ferent matrix solutions exist, and the actual choice depends on the biological research
question. Another (optional) surface modification step is enzymatic on tissue digestion
[203], which decomposes a protein into a large number of peptide products with lower
masses, making MS respectively MSI analysis feasible. A detailed overview of sample
preparation protocols for SIMS and MALDI can be found in [8].

2.5. Preprocessing of Mass Spectra

The most common output of a mass spectrometer is a mass spectrum which essentially
is a histogram over molecule weights in the analyte. Since ion counts cannot be negative,
a mass spectrum is all positive5. Its spectral resolution and mass accuracy is determined
by instrument settings and properties, and it may be affected by a varying amount of
chemical and/or electronical noise and baseline effects. The x-axis of a mass spectrum
reports mass over charge (m/z ), usually measured in Dalton (Da), and the y-axis gives
the corresponding abundances. However, these intensities are usually not suitable for
absolute quantitation since their order of magnitude depends on many factors such as the
acquisition time per spot or the cutting thickness of the sample. A mass spectrum should
thus be considered a relative measurement only. Figure 2.4 depicts three examples of
mass spectra from different instruments.

5At least in theory; due to measurement artifacts, it can sometimes happen that negative ion counts
are reported.
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Figure 2.4.: This figure shows example mass spectra which have been acquired with
three different mass spectrometers (see headings). In the top row, the full spectral range
is displayed, and the bottom row shows the zoomed-in areas corresponding to the red
circles. The MALDI and SIMS spectra stem from imaging datasets that are analyzed in
this thesis, and the ESI spectrum is publicly available [173]. Whereas the former two
do not show isotope patterns, the zoomed-in area of the ESI-TOF spectrum reveals the
isotope distribution of a triply charged peptide, i.e., the individual peaks are spaced by
approximately 1/3 Da. Also note that the MALDI spectrum features a very dominant
baseline.

Many instrument vendors have developed proprietary file formats to store the raw
output of MS or MSI experiments. Consequently, the data typically has to be converted
to XML or another easily accessible data format before further processing steps can be
applied. Several tools such as the spatial image composer (SIC) imaging software [122]
are available.

2.5.1. Calibration, Baseline Correction, and Normalization

Standard preprocessing steps for MS and MSI data include spectral calibration, baseline
correction and normalization. First, the measurement is calibrated by aligning it to sev-
eral reference peaks. This can be achieved by adding well-studied reference compounds to
the sample (internal calibration) or spotting known standards next to the sample onto
the sample plate (external calibration) [66]. Baseline correction is applied to remove
baseline effects (see figures 2.4 and 2.5) which predominantly originate from chemical
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Figure 2.5.: The figure shows results from a selection of baseline correction approaches
that have been applied to a MALDI-TOF example spectrum (blue, taken from the data
set described in section 5.3.1). The estimated baselines are plotted in red: a) top-
hat filtering [195, 189], b) asymmetric least-squares fitting by Eilers [68], c) median
value within a sliding window (plotted for different window sizes), d) exponential fit to
a preselected set of points (red dots) as proposed by Williams [227], e) wavelet-based
removal of high frequency content (see [52] for related work), and f) spline fitting with a
monotonicity constraint using the SLM toolbox [59]. Often, no ground truth information
(i.e., the true baseline) is available, and the efficiency of a specific algorithm can only be
judged by its potential to remove the overall trend while keeping the main peaks. No
universally best method exists.

noise. Several different methods have been proposed [68, 67, 52, 227, 195]. Since mass
spectral count data is usually not absolute quantitative, normalization is necessary to
make different datasets comparable. The most common normalization techniques in-
clude normalization by total ion count (TIC) and normalization by the intensity of the
base peak. The former method divides a measured spectrum by the sum of all measured
ions within a spectrum and the latter divides the spectrum by the intensity of its most
prominent peak, the “base peak”. Again, many competing methods are available [146].
In cases where the spectrum is jagged, additional smoothing steps might be necessary
[66].
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Figure 2.6.: Removal of detector artifacts: The total ion count (TIC) image of a ho-
mogeneous gelatin sample measured with SIMS (a) exhibits a clearly visible, repetitive
pattern. In the following, we assume that the average intensities of the (16 × 16) posi-
tions within a mosaic tile are approximately the same when integrated over the whole
image (that is all 16 tiles). We can then, e.g., attenuate the artifacts with the following
two methods which are demonstrated on a SIMS dataset (with 8 × 8-sized tiles) of a
pancreatic lesion showing a similar artifact (c): The TIC image in (d) was created by
rescaling the measured spectra with the average intensity for each of the 8× 8 pixel po-
sitions. The result in (e) was obtained by fitting a polynomial model (b) to the observed
data. Both methods can be applied to the TIC image as well as to individual channels.
In the latter case, the fitting to a polynomial model can be made robust by regularizing
along the spectral dimension.

2.5.2. Detector Artifacts

Detector artifacts can occur if, e.g., the mass spectrometry image is acquired in mosaic
mode (see section 2.3.3). Inhomogeneous detectors or ion beams can lead to repetitive
patterns of intensity differences on the individual mosaic tiles. Figure 2.6a shows the
total ion count image of a homogeneous gelatin sample acquired in a SIMS experiment.
The intensity differences for the individual mosaic pixels are clearly visible. Similar
patterns can be observed when imaging tissue sections (see figure 2.6c). A number of
different methods can be applied to attenuate this effect.
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2.5.3. Peak Picking

The relevant information of a mass spectrum is typically contained in its mass spectral
peaks which can, e.g., correspond to proteins, peptides or lipids. However, the observed
peaks can also be caused by matrix effects, electronic and chemical noise, or artifacts
introduced in sample preparation. Furthermore, the mass spectral peaks are not sticks
as the theory suggests but appear with a Gaussian, Lorentzian or other peak shape
caused by the point spread function (PSF, also: peak shape function) of the instrument.

The information contained in a mass spectrum usually exhibits a high degree of re-
dundancy. Depending on the employed ionization technique, ions corresponding to the
same peptide can occur with different charge states and thus are contained in the mass
spectrum multiple times. Given sufficient spectral resolution, we observe that the mass
spectral peaks (e.g., corresponding to peptides) actually are groups of peaks, which
form so-called isotope patterns. These patterns originate from the different natural oc-
currences of isotopes (as described in section 2.1). As a consequence, peptides and
proteins occur with slight variations in mass, depending on their actual composition.
These variations are reflected in the isotope pattern, which can be modeled by a multi-
nomial distribution [36]. For low masses, the pattern has more mass on the left, but
with increasing mass it converges to a Gaussian shape. The elements in table 2.1 all
have masses that are close to integer numbers and, consequently, the spacing between
the individual peaks is approximately 1.003 Dalton for singly charged and half a Dal-
ton for doubly charged molecules (and so on). The monoisotopic mass of a molecule
corresponds to its theoretical mass that can be calculated from restricting to the most
abundant isotope of each element [66].

Since the mass spectral peaks hold the relevant information, data analysis of high
resolution spectra typically relies on a feature extraction step that picks the monoisotopic
peaks in a spectrum. In case of complex samples where the individual peaks show
intermediate or high overlap, powerful peak picking algorithms are needed that can
deconvolve the signal and reconstruct the individual contributions to a peak. Currently,
NITPICK [173] and THRASH [102] are among the best-performing methods. Possible
ways to reduce the complexity of the data and thus simplify the peak picking task are
the use of gas chromatography (GC), liquid chromatography (LC) or ion mobility to
separate compounds before applying mass spectrometry. For instance, in LC/MS the
individual peptides elude at different times, allowing even to discriminate peptides that
share the same mass over charge rate. An extension of NITPICK for LC/MS data has
been proposed [22].

Many datasets that we analyze in this thesis, however, do either not feature sufficient
spectral resolution or monitor a mass range in which no peptides can be observed (e.g.,
below 500 Da), such that NITPICK could not be applied. Consequently, we restrict to
local maximum detection based peak pickers [66] to extract the relevant information.
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2.6. Protein Identification

Methods for the identification of proteins subdivide into two categories: In the top-down
approach, intact proteins are ionized with MALDI or ESI and subsequently analyzed
with mass spectrometry. In contrast to bottom-up approaches, which form the second
group of methods, no enzymatic digestion with proteases such as trypsin or pepsin is
used to break down the protein into a peptide product prior to ionization.

The identification of proteins in complex samples is generally based on MS2 (also
tandem MS or MS/MS) spectra since the MS1 alone cannot distinguish two peptides
sharing the same amino acids (and thus same mass), but in differing orders. In contrast,
in an MS2 run, one of the many peptides entering the mass spectrometer is selected
using a first mass analyzer, stabilized and fractionated yielding so-called parent ions.
These ions are inducted into another mass analyzer. When fractionated, the peptide
only breaks at well-known locations of the peptide bonds resulting in fragment ions.
This knowledge can be exploited, and the characteristic patterns in the MS2 spectrum
can, e.g., be used to discriminate peptides sharing the same mass [66]. Two common
methods exist for generating peptide interpretation: Sequence database searches use the
characteristic fragment patterns in the MS2 spectra of the peptide product to query
a sequence database for candidates with similar structures. Commonly used search
algorithms include Mascot, Sequest and ProteinPilot [172]. Note that database searches
can only be applied if a database for the species under inspection exists, that is the
species has been sequenced. In a subsequent step, the identified peptides are used to
infer the proteins most likely to have resulted in these sequences. An alternative is de
novo sequencing [75], which directly uses the characteristic fragment patterns to derive
likely amino acids. Since both database searches as well as de novo sequencing have
different benefits and drawbacks, hybrid approaches such as [144] have recently been
proposed.

We note that first efforts for combining MS2 with mass spectrometry imaging exist
[135]. However, the analysis of such data is beyond the scope of this thesis.

2.7. Protein Quantitation

Another active field of research is protein quantitation where researchers study the dif-
ferential protein expression in complex biological samples. Methods can be subdivided
into label-free quantitation [237] and labeling approaches such as isotope labeling [226]
and fluorescent labeling [149]. Due to the complex interplay of desorption and ionization
in multi-component surfaces, local quantitation is not yet possible with MSI [98].

21



2. Introduction to Mass Spectrometry Imaging

2.8. Analysis of Mass Spectrometry Images

The fundamentals of mass spectrometry and mass spectrometry imaging presented in
this chapter are the starting point for MSI data analysis, which is the topic of this thesis.
Many of the data properties discussed here need to be considered in the development
and application of automated methods to obtain reliable and meaningful results. In the
remaining chapters we introduce novel methods for the computational analysis of MSI
data. We consider scenarios in which no prior knowledge on the composition of a sample
is available (unsupervised analysis) as well as settings where spatially resolved labels
exist (supervised analysis). The current state-of-the-art is reviewed at the beginning of
the respective chapters.
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Chapter 3

Concise Representation of Mass

Spectrometry Images by

Probabilistic Latent Semantic

Analysis

3.1. Introduction

Many real-world applications of mass spectrometry imaging (MSI) require exploratory
data analysis, where little or no prior information on the composition of a sample is
available. This is particularly true when MSI is used as a discovery technique. In
such an unsupervised setting it is useful to decompose the spectral image into a small
number of characteristic component spectra and corresponding abundance maps to vi-
sualize the spectral and spatial structures in the data. These structures are not directly
accessible, since manual inspection of individual m/z channel abundance maps is not
only time-consuming but also tends to neglect information regarding the interaction of
biomolecules. Nonetheless, low-dimensional representations that capture these correla-
tions and make fast and efficient analyses of huge datasets possible are desirable.

Conventional techniques such as principal component analysis (PCA) [96, 219] and
independent component analysis (ICA) [139] have successfully been applied in such set-
tings, but they suffer from a number of drawbacks. The component spectra found by
PCA are mutually orthogonal and hence feature negative counts. This implies that PCA
cannot recover the true mass spectra of the tissue components. A rotation of the coordi-
nate system as performed by VARIMAX-enhanced PCA [29] does not solve this problem.
ICA suffers from similar non-negativity problems since its objective function tries to min-
imize the mutual information of the reconstructed components rather than making use
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of the prior knowledge, that mass spectra are positive. Although physical interpretation
of negative ion abundance rates is difficult, PCA is still widely used [232, 214, 219, 109].
Broersen [29] considered this problem and applied a non-negative PARAFAC (here ab-
breviated NN-PARAFAC) to MSI data, Smentkowski [201] applied a multivariate curve
resolution method using constrained least squares algorithms. Mathematically, all these
techniques perform a bilinear factor analysis, though based on different constraints and
objective functions. An inherent problem for all those methods is that the number of
components (here: tissue types) has to be specified–either prior to the decomposition
process or in a post-processing step that selects the number of components heuristically,
e.g., based on the percentage of variance represented by a given number of components.
We therefore propose probabilistic latent semantic analysis (pLSA) for non-negative
decomposition and the elucidation of interpretable component spectra and abundance
maps and combine it with a statistical model selection scheme based on the Akaike in-
formation criterion (AIC) [6] that allows for an automated estimation of the number of
components in the dataset.

We next revisit PCA, ICA as well as NN-PARAFAC and address their shortcomings
that motivate the application of pLSA. We then introduce the AICc-corrected pLSA.
The performance of the presented techniques is evaluated on simulated and real-world
data.

3.2. Materials and Methods

3.2.1. Principal Component Analysis

Principal component analysis (PCA) [96] is a well-known and widely used technique for
unsupervised data analysis and dimensionality reduction. PCA essentially performs a
linear orthogonal transformation of the data domain. Let xl ∈ R

|C|, l = 1, ..., |S| be a
set of |S| observed spectra each comprising |C| m/z channels and X = (x1, ..., x|S|) the

data matrix where each column holds an observed spectrum xl. Further define X̃ as
its corresponding mean centered version. PCA finds the principal components by diag-
onalizing the estimated data covariance matrix X̃X̃ ′ yielding the principal components
(i.e., axes of the new coordinate system) ordered by decreasing non-negative eigenvalues
(i.e., the observed variance along the PC axes). PCA projects onto the first k principal
components keeping the linear subspace with the largest variance and yielding the best
linear k-rank approximation to the data in the least-squares sense. In most applications,
one is only interested in the first few components, assuming they hold the most relevant
information. Usually the total percentage of variance retained after projection is used
as an indicator of how many components should be used. The rationale behind this
approach is that in many cases high variance along a direction will allow for good class
separation. However, this assumption need not hold.

Mathematically, PCA can also be formulated as a factor analysis model, decomposing
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the data into two matrices X̃ ′ = AB where A′A is diagonal and B′B = I [27]. Alter-
natively, PCA also follows from the singular value decomposition (SVD) [96] of X̃ ′, i.e.,
X̃ ′ = UDV ′ where U and V are orthogonal, D is diagonal, the columns of UD are the
principal components (or “scores”), and the columns of V are the “loadings”.

3.2.2. Independent Component Analysis

Independent component analysis (ICA) is a factor analysis model that was introduced
in the context of blind-source-separation [96]. The key assumption of ICA is that the
source signals, that is, in our case, the characteristic component spectra, are statisti-
cally independent with a non-Gaussian distribution. Typical preprocessing steps include
centering and whitening, which lead to zero mean, unit variance, and zero correlation
[96] as well as dimensionality reduction. The latter two are often solved with PCA
[107, 80]. Unlike PCA, which is restricted to second degree cross-moments, ICA uses
all cross-moments.

Let Y = (y1, ..., y|T |) be the matrix of independent components which are represented
by the set T . The task is to determine the mixing matrix A = W−1 and find

Y = WX̃ (3.1)

such that the components yk become maximally independent. This can, e.g., be achieved
by minimizing mutual information, which is a measure of the mutual dependence of two
random variables [96], or maximizing non-Gaussianity [107].

3.2.3. Non-Negative PARAFAC

PARAFAC (PARAllel FACtors analysis) [95], also known as CANDECOMP (CANon-
ical DECOMPosition) [35], is a multi-way decomposition method. As indicated by
Kiers [118] it can also be seen as a constrained two-way PCA-model. In conjunction
with non-negativity constraints for the modes this essentially corresponds to a standard
non-negative matrix factorization [47]. PARAFAC does not approximate probability
densities by marginals and lacks a proper probabilistic foundation. The solution is nor-
mally found by alternating least squares [28, 29], minimizing the squared reconstruction
error, implicitly assuming Gaussian noise.

3.2.4. Probabilistic Latent Semantic Analysis

Probabilistic latent semantic analysis (pLSA) has been proposed in the realm of auto-
mated text analysis [100] and has become a standard method for structure and similarity
identification in semantic document analysis. It can be described as a linear model with
one latent variable t:

p(s, c) =
∑

t∈T

p(t)p(s|t)p(c|t) (3.2)
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where s is a document, c a word and t a topic, the hidden variable. In the case of MSI, a
spectrum can be considered a document, an m/z channel corresponds to a word, and a
given tissue type corresponds to a topic. In the proposed model, each single tissue type
is characterized by a distinct distribution, and each acquired spectrum is regarded as a
specific mixture of these structures (cf. figure 3.1). The decomposition problem is solved
by an expectation maximization (EM) procedure [100, 101] where expectation (E) and
maximization (M) steps are alternated. In the E-step we assume the model parameters
to be fixed and calculate the posterior probabilities for the latent variables t. This gives

p(t|s, c) =
p(t)p(s|t)p(c|t)∑

t̃∈T p(t̃)p(s|t̃)p(c|t̃)
, (3.3)

the probability that a count in channel c of a particular spectrum s is explained by the
factor corresponding to t. Based on the posterior probabilities calculated in the E-step,
the model parameters are updated in the subsequent M-step where

p(c|t) =

∑
s∈S X(c, s)p(t|s, c)∑

s∈S

∑
c̃∈C X(c̃, s)p(t|s, c̃) (3.4)

p(s|t) =

∑
c∈C X(c, s)p(t|s, c)∑

s̃∈S

∑
c∈C X(c, s̃)p(t|s̃, c) (3.5)

p(t) =

∑
s∈S

∑
c∈C X(c, s)p(t|s, c)∑

s∈S

∑
c∈C X(c, s)

. (3.6)

Here, X(c, s) is the abundance of channel c in spectrum s. This can be reformulated as
an SVD-like decomposition [100] by

P = ÛD̂V̂ ′ (3.7)

where we define Û = p(s|t), V̂ = p(c|t) and D̂ = diag(p(t)) and where the matrix P of
joint probabilities corresponds to the spectra-wise normalized data matrix X. Matrix
formulations for the update rules in the E- and M-steps allow for an efficient implemen-
tation [79]:

R = norm(R⊙ (W ′ · [X ⊘ (W ·R+ eps)])) (3.8)

W = norm(W ⊙ ([X ⊘ (W ·R+ eps)] ·R′)) (3.9)

where R is a T×S matrix with R(t, s) = p(t|s), W is a C×T matrix withW (c, t) = p(c|t),
norm is the column-wise normalization operator, and ⊙ and ⊘ are the element-wise
multiplication and division operators. Usually, R and W are initialized at random.

pLSA provides a probability distribution over the spectral dimension for each tissue
type as the resulting components are normalized and non-negative. Unlike PCA, ICA
and NN-PARAFAC, it has a sound statistical foundation and defines a proper generative
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Figure 3.1.: On the left, the symmetric graphical model representation of pLSA is shown
[100]. On the right, the decomposition principle is sketched: An observed spectrum s is
considered a specific mixture (factors wi) of the characteristic non-negative spectra for
tissue types t comprising channels c.

model of the observed data [100]1. This provides physical interpretability and allows to
identify the discriminating peaks for a specific tissue type within a spectrum. pLSA is
equivalent to non-negative matrix factorization with a Kullback-Leibler (KL) divergence
measure [79] that is defined by

DKL(P ||Q) =
∑

i

P (i) log
P (i)

Q(i)
(3.10)

and that quantifies the difference between two probability distributions P and Q.

Since peak intensities are ion counts, they follow a Poisson distribution. It can be
shown that the joint distribution of a set of independent (not necessarily identically
distributed) Poisson variables is a multinomial distribution conditional on their sum
[235]. Indeed, pLSA assumes a likelihood function of multinomial sampling. Maximizing
the predictive power of the pLSA model is equivalent to minimizing the KL divergence
between the model and the empirical distribution [100]. It follows that for data like ours
using the KL divergence is appropriate [16].

3.2.5. AICc-Controlled pLSA

A common feature of decomposition methods like NN-PARAFAC and pLSA is that the
number of components k = |T | has to be specified. This property is beneficial if such
prior knowledge is available. For scenarios where this is not the case, we propose a
method that is capable of automatically estimating k by using a statistical complexity

1It is, however, usually not considered a generative model for unseen data [21].
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Figure 3.2.: The AICc curves for the datasets used in this study: The AICc criterion
correctly identifies the number of mixture components for the simulated dataset (left)
that is a mixture of three tissue types and results in reasonable estimates for the real-
world data sets (middle, right).

estimation scheme. It is possible to select from a variety of different model selection
criteria [96]. Compared to alternatives such as the Bayesian information criterion (BIC)
or minimum description length (MDL), AIC-type criteria for feature selection tend to
select slightly more features if the model specification does not reflect the true generating
process of the data [96, 205]. It is therefore more “conservative” and hence preferable in
our application in which one would rather estimate slightly too many components than
loose subtle differences by penalizing model complexity too heavily.

Starting with k = 2, we run the pLSA-algorithm repeatedly with increasing k. We
then apply a corrected Akaike information criterion (AICc) [6, 31] (which is based on
the KL divergence) to automatically select the correct model. In our case, the AICc-type
criterion is defined as

AICc(k) = − 2

N
L(k)

︸ ︷︷ ︸
data likelihood

+
2

N
Mσ2

︸ ︷︷ ︸
penalty term

+
1

N

2M(M + 1)

N −M − 1︸ ︷︷ ︸
correction term

(3.11)

where N is the number of observations (|S| · |C|), L(k) is the data log-likelihood

L(k) =
∑

s∈S

∑

c∈C

X(c, s) log
k∑

t=1

p(c|t)p(t|s), (3.12)

and we rely on a second-order correction term for small sample sizes. The number of free
model parameters M = k · (|S|+ |C|) is equivalent to the number of elements in the two
solution matrices representing p(c|t) and p(s|t). The first term in equation (3.11) mea-
sures how good a model fits to the observed data, the second term penalizes complexity
to prevent overfitting, and the last term corrects the AIC for small sample sizes. To
robustly estimate the noise variance σ2 we calculate the median of the squared residuals
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of the difference between the original spectra with the observed data and their spatially
smoothed version (rectangular 3×3 mean filter on each m/z slice), assuming that neigh-
boring tissue consists of similar tissue mixtures. The idea behind AICc-controlled pLSA
is to stop the iterations as soon as we can be sure that decompositions with a higher
number of components will not yield a lower AICc value than the current minimum.
We calculate equation (3.11) for increasing k until a stopping criterion is met and then
take the value of k for which the minimum of the resulting AICc-curve is attained as an
estimate for the optimal model complexity (see figure 3.2). The early stopping criterion
is defined as follows [173]. It holds that L(k) ≤ 0 ∀k and thus that we can abort the
calculations if the (strictly increasing) penalty term for the current k (cf. eq. (3.11))
is higher than any previous value in the AICc-curve. However, this bound is not very
tight and therefore not practical. We therefore set a reasonable upper bound k̃ for the
number of components, for example 100. Since −2L(k)/N is monotonously decreasing,
we can stop as soon as

− 2

N
L(k̃) +

2

N
Mσ2 +

1

N

2M(M + 1)

N −M − 1
> min

2≤k≤kcurr

AICc(k) (3.13)

is met for the current number of components kcurr (where M = kcurr · (|S|+ |C|)). With
this criterion we are guaranteed to find the minimum of the AICc curve within the given
bounds [2; k̃] with low computational overhead.

3.2.6. Sparsity

After decomposing the data it is often of interest to identify decisive peaks that allow
for a discrimination of different tissue types. We call a peak decisive if it is only present
in one or few of the k component spectra. Candidate peaks are identified with Hoyer’s
sparsity measure [103] which is defined as

sparsity(u) =

√
k − (

∑ |ui|)/
√∑

u2
i√

k − 1
(3.14)

where u′ is a 1 × k row vector of the matrix that holds p(c|t). The measure is based

on the ratio between
∑ |ui| (the L1-norm) and

√∑
u2

i (the L2-norm), assigning a high

sparsity value to a vector u if the intensity distribution over the components ui is sparse
and the respective channel can therefore be used to discriminate between components
or tissue types.
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Figure 3.3.: Labeling of the matrix assisted laser desorption/ionization (MALDI) (left)
and secondary ion mass spectrometry (SIMS) dataset (right) based on total ion count
images and histologically stained parallel slices.

3.3. Experiments

3.3.1. Simulated Data

We first tested the algorithms on two simulated datasets which were generated in the fol-
lowing manner: Three regions of interest corresponding to different classes (as assigned
by an expert) were selected from a real-world MSI dataset of breast cancer tissue (see
figure 3.3). We treated the average spectra of those regions as characteristic spectra
and mixed them according to the two mixture maps shown in figures 3.4 and 3.5 (left
panel) yielding a “pure” and an “impure” ground truth dataset. Two of the characteris-
tic spectra featured considerable spectral overlap which complicated the decomposition
process. Furthermore, Poisson noise was added prior to decomposition.

3.3.2. Real-World Data

Two real-world datasets were used to evaluate the methods described above. These sets
were acquired with different instrumentation and feature two kinds of orthotopic human
breast cancer xenografts grown in mice. Prior to the application of mass spectrometry
imaging, the tissue samples were embedded in gelatin, flash-frozen, cryo-sectioned to
≈ 10µm and thaw-mounted on a cold indium tin oxide-coated glass slide. Using the
spatial image composer (SIC) tools by Klinkert et al. [122], the obtained MSI data was
converted from the instrument vendors’ raw formats to an accessible format and further
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processed within MATLAB.

MALDI Dataset. The first dataset was acquired on a modified matrix assisted
laser desorption/ionization (MALDI) TRIFT II instrument coupled with a time-of-flight
(TOF) mass analyzer. For MALDI MSI, a 2.5-dihydroxybenzoic acid (DHB) 30mg/mL
in 50% acetonitrile/0,1% trifluoroacetic acid was applied using an air driven thin liquid
chromatography spray. After drying, the tissue was additionally sputter coated with
1nm gold. The spectral resolution of the resulting dataset was rebinned to 0.1 Da. One
pixel spans 150× 150µm. The tissue contains MDA-MB-231, a highly metastatic breast
cancer tumor.

SIMS Dataset. The second dataset was acquired as part of a large-scale study using
secondary ion mass spectrometry (SIMS). Therefore, a Physical Electronics TRIFT II
TOF SIMS that was equipped with an Au+ liquid metal ion gun and run in mosaic
mode was employed. Due to the high number of tissues that had to be processed, short
acquisition times of 2 seconds per spot were used. To guarantee a reasonable number of
ion counts in each mass spectrum, the spatial resolution of the data had to be rebinned
to 35×35µm [71]. The analysis was confined to a mass range of 0–2,000 Da. After data
acquisition, the spectral resolution was rebinned to 0.1 Da, and the mass range between
0–400 Da was selected (resulting in 4,009 mass channels). The tissue features MCF7, a
weakly metastatic and estrogen-sensitive breast cancer tumor.

Gold Standard Labels. For both datasets, a hematoxylin-eosin-(HE)-stained
parallel slice is available. Despite some topological differences between the stained and
MSI-subjected slices, the stained slices can be used as gold standards enabling further
evaluation of the decomposition quality of the four methods (cf. figure 3.3). However,
the label information was not used in the decomposition process.

3.3.3. Evaluation Criteria

Since two different tumor types have been used for MALDI and SIMS analysis, we refrain
from comparing the resulting datasets against each other but rather concentrate on the
relative performance of the decomposition techniques presented above. One of the main
motivations for the application of decomposition methods like PCA or pLSA lies in their
potential to achieve dimensionality reduction while keeping the relevant information.
When PCA is applied in practical applications, often only a few principal components are
considered since the analysis of hundreds of components is simply impractical. Thus, we
decided to compare the described methods in a scenario where the number of components
is limited to only a few. We based our evaluation on four criteria: reconstruction quality,
complementarity of the resulting components, the ability to reconstruct major peaks,
and visual inspection.

Reconstruction Accuracy. The first criterion measures how well the original
data can be reconstructed after factorization favoring decompositions that explain the
observed data with high accuracy. We calculated the reconstruction error between the
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Figure 3.4.: Decomposition results on the simulated dataset with impure mixtures: The
PCA component abundance maps are ordered from top to bottom according to the
eigenvalue associated with the principal components. For ICA, NN-PARAFAC and
pLSA the order of components is arbitrary and has been permuted such that the observed
abundance maps coincide in their ordering with the ground truth. NN-PARAFAC and,
especially, pLSA clearly outperform PCA and ICA (see also text and figure 3.5).
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Figure 3.5.: Decomposition results on the simulated dataset with pure mixtures: As
for the impure mixtures, NN-PARAFAC and pLSA clearly outperform PCA and ICA.
Taking additional principal components into account was neither beneficial in the pure
nor the impure mixture experiment since the higher components mainly contained noise.
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observed and reconstructed spectra with respect to three different measures to avoid
bias towards one of the methods under consideration: the L1-norm, the L2-norm and
KL divergence. The latter is defined in equation (3.10) and the Lp-norm of a vector a
is defined as

‖a‖p = (
n∑

i=1

|ai|p)1/p. (3.15)

First, we created two vectors by concatenating all original (observed) spectra of a
dataset and all reconstructed spectra. We then calculated the L1- and L2-norm of the
difference and divided the result by the number of spectra in the dataset. Calculation
of the KL divergence requires that the two concatenated spectra are probability dis-
tributions, that is are all-positive and sum up to one. However, non-negativity is not
guaranteed in the case of PCA and ICA. Especially if only a few components are used
in the reconstruction, it is possible that some channels of the reconstructed spectra ex-
hibit negative values. We therefore set all channels in the reconstructed spectra that
had negative intensities to zero (which was in favor of the PCA/ICA error estimates).
Irrespective of the method used for the decomposition, we further added a small con-
stant to all values in the two concatenated vectors to avoid division by zero and finally
normalized the two vectors before applying equation (3.10).

If the number of components used for reconstruction is limited (as in many real-
world scenarios), PCA and ICA can no longer perfectly reconstruct the data. The
reconstruction errors obtained with the four methods under inspection are affected by
both the magnitude of the reduction as well as the selected stopping criterion of the
iterative methods (e.g., pLSA). Since we applied PCA for dimensionality reduction as
a preprocessing step for ICA (see section 3.2.2), the estimates for those two methods
were the same.

Complementarity of the Estimated Components. To simplify interpretation,
it is often desirable to decompose the data into clearly distinguishable components. The
second criterion therefore quantifies the complementarity of the resulting abundance
maps. For a given number of components k and a given decomposition method, the
complementarity was measured as follows: first, the k estimated abundance maps were
thresholded at various quantiles between 95% and 50%. Then, we estimated the comple-
mentarity for each quantile by calculating the percentage of area covered after overlaying
the k thresholded abundance maps, i.e., the percentage of pixels with an intensity value
greater than zero (see figure 3.6). To allow for a fair comparison, for PCA and ICA we
also calculated the corresponding lower quantiles in which we only retained the pixels
with the most negative contributions. This was necessary since some structures were
better reflected by areas with negative intensities. We then used the best out of the
2k possible combinations of upper/lower thresholded abundance maps for each method
and quantile. The higher the coverage index, the more complementary the analyzed
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Figure 3.6.: Complementarity estimation example for the pLSA decomposition of the
MALDI set at the 80% quantile: The abundance maps estimated by pLSA (top row)
are thresholded by setting the top 20 percent of the most intense pixels to one and the
remaining pixels to zero (bottom row). The percentage of white pixels in the combined
image (boolean OR, right) is an indicator for the complementarity of the components
(see also table 3.2).

components are.

Reconstruction of Major Peaks. The third criterion quantifies the ability of
PCA, ICA, NN-PARAFAC, and pLSA to reconstruct the major peaks within the char-
acteristic component spectra. Since the ground truth for the real-world datasets is not
directly available, we restricted our comparison to the simulated data described above.
We first calculated several quantile spectra (80%, 85%, 90%, 95%) of the three (known)
ground truth spectra in which we only retained the most intense peaks.2 Then, the
corresponding quantile spectra were calculated for each decomposition method and each
of the three reconstructed components. For a given quantile, we compared the reduced
(quantile) ground truth spectrum to the corresponding reduced characteristic spectrum
as estimated with one of the decomposition methods. The overlap of the peak positions
contained in the two quantile spectra is a measure of how well the major peaks were re-
constructed by a decomposition method. A value of 1.00 is only reached if the positions
of the most intense peaks in the ground truth spectrum, and the reconstructed spectrum
are completely identical.

Since the sign of the principal and independent components is arbitrary, in case of
PCA and ICA we calculated the upper quantiles as well as the lower quantiles. The

2For instance, the 95% quantile spectrum only contains the top five percent of the major peaks in a
spectrum.
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latter were obtained by first inverting the sign of the components and then extracting
the major peaks as described above. We then used the quantile spectrum (upper/lower)
that showed more overlap with the respective ground truth spectrum.

Visual Inspection. In addition to the three quantitative measures we compared
the decomposition methods by visual inspection of the resulting components.

3.3.4. Data Processing

Prior to decomposition, the datasets were preprocessed as follows: Baseline-correction
was performed by channel-wise subtraction of the minimum (with respect to all measured
spectra in a dataset) and spectra were normalized by their total ion count. Features were
extracted with an in-house implementation of a threshold-based peak picker (see section
4.3.4 for details) to keep the relevant information and simultaneously decrease compu-
tation time. For ICA and NN-PARAFAC calculations, the freely available MATLAB
toolboxes FastICA [80] and N-way [28] were used. We defined a relative change in the
fit of 10−6 as stopping criterion for both NN-PARAFAC and pLSA.

3.4. Results

We compared the proposed methods on simulated data and confirmed the simulation
results on real-world data. To minimize random effects, all non-deterministic methods
were restarted five times and for each method, the best result was checked.

The simulated data was created from three tissue types, and we performed the decom-
positions with the respective number of components. For the (real-world) MALDI set
we expected four different regions in the sample: viable or active tumor, necrotic tissue,
vascularized region and embedding gelatin. Based on this prior knowledge (and not in
favor of one of the methods), we performed the decompositions with four components
for which PCA kept 91% of the total variance. Additionally, decompositions with 8
components and varying numbers of components were calculated. For the (real-world)
SIMS set we were interested in the three tissue types and the gelatin region described
above, but we furthermore assumed a fifth area since parts of the tissue were torn prior
to analysis. As can be seen from the label map in figure 3.3, in those areas the indium
tin oxide-coated glass slide is exposed and thus, we expected an indium peak at 115 Da.

The computation time needed for NN-PARAFAC and pLSA is higher than for PCA
and ICA. Whereas the PCA and ICA decompositions were completed in less than one
second for the SIMS-set, pLSA required ≈30–60 seconds and NN-PARAFAC up to 240
seconds. The AICc-type-enhanced pLSA needs several passings since decompositions
with an increasing number of components have to be calculated. However, often only a
few iterations (5–15) are necessary, and the calculations finish in reasonable time. We
indicate that these measures are highly dependent on the parameter settings like the
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Figure 3.7.: Decomposition of the MALDI set with four components. Again, the ICA,
NN-PARAFAC and pLSA components have been reordered to match the PCA compo-
nents for which the ordering is unique. We further inverted some of the PCA and ICA
components for better visual comparison. Only NN-PARAFAC and pLSA have entirely
non-negative abundance maps, and only pLSA components are normalized and hence
interpretable as tissue probability by definition. The more black-and-white a suite of
components, the better their complementarity, cf. table 3.2. Refer to the text for inter-
pretations.
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Figure 3.8.: The characteristic spectra of the four tissue types from the MALDI sample
(see figures 3.3 and 3.7) as reconstructed by PCA, ICA, NN-PARAFAC and pLSA. The
latter two result in all positive spectra and therefore allow direct physical interpretability.
The most prominent peak in component spectrum two–which seems to correspond to
the viable tumor area–lies at 184.5 Da (see also figures 3.7 and 3.10). This corresponds
to recent findings that show that phosphocholine–which appears at that mass position–
seems to play an important role in the discrimination of necrotic and viable tumor tissue
(personal communication).

maximum number of iterations as well as on the random initialization. Furthermore, we
used interpreted MATLAB code, and computational efficiency was not emphasized.

3.5. Discussion

3.5.1. Simulated Data

The decomposition results on our simulated datasets are illustrated in figures 3.2, 3.4

and 3.5.

Impure Mixtures. The abundance map and the characteristic spectrum of the first
component are well reconstructed by all methods; the dominant indium peak at 115
Da is well visible. Nevertheless, PCA and ICA completely fail to recover the remaining
two components which feature considerable spectral overlap. pLSA is able to recover
significantly more structure which can be seen from the abundance maps in figures 3.4

and 3.5. NN-PARAFAC performs nearly as well as pLSA, but does worse for the third
component.

Pure Mixtures. As expected, the decomposition task for pure mixtures is simpler
and yields better results. PCA exhibits difficulty in extracting the second and third
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component but is able to reconstruct the first component very well. ICA shows prob-
lems with representing all three components and even fails to extract the indium peak.
Possible explanations are given below. In contrast, NN-PARAFAC and pLSA are able
to deliver a convincing result and clearly outperform PCA and ICA. In spite of noise
being present in the data, the reconstruction of the abundance maps is highly accurate
for all three components.

The spectral components estimated by NN-PARAFAC and pLSA are much closer to
the ground truth spectra than their PCA and ICA counterparts and outperform PCA
and ICA with respect to reconstruction of major peaks (see table 3.3). The AICc-type
criterion correctly estimated the number of components in the dataset to be three.

Reconstruction Error
MALDI (4 components) SIMS (5 components)

Norm PCA/ICA NN-P. pLSA PCA/ICA NN-P. pLSA

L1 3.5 · 101 2.4 · 101 2.3 · 101 9.4 · 100 3.7 · 100 3.9 · 100

L2 1.0 · 10−1 8.0 · 10−2 9.5 · 10−2 1.4 · 10−2 5.5 · 10−3 6.6 · 10−3

KL 2.2 · 100 1.7 · 10−1 1.3 · 10−1 1.2 · 100 2.9 · 10−2 2.5 · 10−2

Table 3.1.: Reconstruction error for the two real-world datasets (MALDI, SIMS). The
NN-PARAFAC (NN-P.) and pLSA reconstructions outperform the other methods by a
large margin. PCA/ICA do only well with respect to the L2-norm. pLSA does best for
KL divergence, but it also performs well with respect to the other norms. Furthermore,
NN-PARAFAC and pLSA grant increased interpretability.

3.5.2. Real-World Data

MALDI Dataset. Results are shown in figures 3.7 and 3.8. The reconstruction accu-
racy of both NN-PARAFAC and pLSA is high (see table 3.1). pLSA delivers the best
result with respect to KL divergence, but it does also well regarding the other norms.
NN-PARAFAC ranks highest with respect to the L2-norm that is the only metric for
which PCA and ICA also give a good result. We observe, that in a setting where only
a few components are analyzed, NN-PARAFAC and pLSA outperform PCA and ICA
with respect to reconstruction accuracy. For PCA and ICA, the complementarity of
the estimated components is low (see table 3.2) and the assignments of reconstructed
components to tissue types is not obvious, especially for components three and four.
In contrast, the complementarity of the abundance maps calculated by pLSA is very
high, and we get a clear spatial separation of the four types, which simplifies interpreta-
tion. Component two seems to represent the viable part of the tumor, component three
the vascularized region, and components one and four seem to stand for gelatin. NN-
PARAFAC performs better than PCA and ICA but does not pick up the vascularized
part very well. The contrast of the abundance maps is lower than that of the respective
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Complementarity
MALDI (4 components) SIMS (5 components)

Quant. PCA ICA NN-P. pLSA tm PCA ICA NN-P. pLSA tm

95 0.20 0.19 0.19 0.20 0.20 0.25 0.24 0.25 0.25 0.25
90 0.37 0.35 0.35 0.40 0.40 0.47 0.46 0.49 0.50 0.50
85 0.54 0.50 0.50 0.59 0.60 0.63 0.64 0.68 0.73 0.75
80 0.67 0.63 0.61 0.76 0.80 0.75 0.77 0.82 0.86 1.00
75 0.76 0.74 0.69 0.89 1.00 0.84 0.86 0.91 0.95 1.00
70 0.85 0.84 0.75 0.98 1.00 0.92 0.93 0.97 0.99 1.00
65 0.94 0.91 0.80 1.00 1.00 0.97 0.96 0.99 1.00 1.00
60 0.98 0.95 0.84 1.00 1.00 0.99 0.98 1.00 1.00 1.00
55 0.99 0.98 0.88 1.00 1.00 1.00 0.99 1.00 1.00 1.00
50 0.99 0.99 0.91 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Table 3.2.: Complementarity estimation for the two real-world datasets (MALDI, SIMS).
The reported numbers correspond to the percentage of the region of interest that is cov-
ered after combining the four respectively five thresholded component abundance maps
at various quantiles. The theoretical maximum (tm) of 1.00 is only reached for perfectly
complementary abundance maps. In both scenarios, the pLSA solution is significantly
more complementary than the PCA and ICA counterparts and more complementary
than the NN-PARAFAC (NN-P.) solution.

pLSA components, which mirrors in the lower complementarity estimation values (see
table 3.2). All methods have problems to separate the necrotic from the viable part in
the four component decomposition.

The AICc criterion opted for a total of eight components. Manual inspection showed
that this basically leads to splitting of the four components of interest described above
for which we are currently evaluating biological reason. Indeed, the necrotic part of the
tumor is much better represented in the eight component solution as shown in figure 3.9.3

The performance estimates for a varying number of components is given in Appendix
3b. In short, the more components we took into account, the better the obtained
reconstructions turned out, and when considering all PCA components, we ended up
with a perfect reconstruction. However, in real-world applications we are often interested
in reducing the dimensionality of the data and examine only few components. In this
scenario, NN-PARAFAC and pLSA clearly outperformed PCA and ICA. Concerning the
complementarity estimates, we noticed that taking more components into account was
not necessarily beneficial for PCA with respect to its relative performance (cf. Appendix

3The complete decomposition results for the MALDI set and 8 components are given in Appendix 3a.
Again, the abundance maps estimated by NN-PARAFAC and pLSA are much more complementary
than their PCA/ICA counterparts.
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Peak reconstruction
Simulated set (impure mixtures) Simulated set (pure mixtures)

Quant. Comp. PCA ICA NN-P. pLSA PCA ICA NN-P. pLSA

95 1 0.43 0.57 0.86 0.86 0.63 0.63 1.00 1.00
2 0.71 0.71 0.71 0.71 0.63 0.63 0.88 0.88
3 0.71 0.71 0.71 0.58 0.75 0.50 0.75 0.88

90 1 0.46 0.69 0.85 0.85 0.50 0.63 0.81 0.81
2 0.77 0.85 0.77 0.77 0.38 0.50 0.94 0.94
3 0.54 0.54 0.54 0.62 0.63 0.38 0.75 0.75

85 1 0.47 0.63 0.79 0.58 0.50 0.63 0.88 0.88
2 0.79 0.79 0.84 0.84 0.42 0.46 0.92 0.92
3 0.42 0.42 0.68 0.68 0.46 0.33 0.83 0.83

80 1 0.50 0.58 0.69 0.65 0.44 0.59 0.88 0.88
2 0.69 0.73 0.88 0.88 0.38 0.44 0.88 0.88
3 0.38 0.42 0.69 0.73 0.50 0.44 0.88 0.88

⊘ 80-95 1-3 0.57 0.64 0.75 0.73 0.50 0.51 0.86 0.88

Table 3.3.: Simulated dataset: the table quantifies which fraction of the most intense
peaks in the (known) characteristic spectra of the three tissue types is also among the
major peaks in the corresponding spectral components estimated by the four methods.
For each method and each estimated spectral component we calculated various quan-
tile spectra containing only the most intense peaks. The resulting peak lists were then
compared with the corresponding quantile spectrum of the respective characteristic spec-
trum. The overlap of the two peak lists is expressed by a number in [0; 1]. A value of
1.00 is only reached if the positions of the major peaks in the ground truth spectrum
and the reconstructed spectrum are identical. In the case of PCA and ICA, the signum
of the reconstructed spectral components is arbitrary. Therefore, we calculated both the
upper and lower quantile and used the quantile spectrum (upper/lower) that resulted in
a higher percentage of overlap. The last row gives the average values of overlap obtained
with the four methods. For pure and impure mixtures, the percentage of overlap is
highest for NN-PARAFAC (NN-P.) and pLSA indicating that those methods are able
to better reconstruct the major peaks of the characteristic spectra than PCA or ICA.
Furthermore, ICA outperforms PCA, especially in the impure setting.

3b).

The spectral components estimated by PCA and ICA (cf. figure 3.8) are, as expected,
partly negative. The phosphocholine-peak at 184.5 Da is detected as the most dominant
peak by all methods, but physical interpretation of the negative parts of the PCA and
ICA component spectra is difficult. This does not render the distribution of major peaks
in the PCA and ICA components uninformative, but the characteristic spectra of the
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3. Concise Representation of Mass Spectrometry Images by pLSA

Figure 3.9.: This component of an eight component decomposition of the MALDI set
with pLSA is convincingly correlated with the necrotic area (cf. the label map in figure
3.3). The full decomposition results are given in Appendix 3a.

underlying tissue types are not directly revealed. Figure 3.10 illustrates how the sparsity
criterion described earlier can be used to automatically identify discriminating peaks.

SIMS Dataset. Decomposition results are given in figure 3.11. The reconstruction
error for PCA and ICA is significantly higher than for NN-PARAFAC and pLSA, and the
complementarity of the estimated components is not well expressed (cf. tables 3.1 and
3.2). The contrast in the PCA and ICA abundance maps is very low, and assigning these
components to regions in the label map is difficult. In comparison, the NN-PARAFAC
and pLSA solutions show higher contrast and complementarity. In the NN-PARAFAC
and pLSA decompositions, the most prominent peak in the spectra corresponding to the
first and third component (see figure 3.12) lies at 115 Da (indium). Thus, components
one and three seem to correspond to background/holes. Component two and four seem
to represent tumor and interface region, and component five seems to correspond to
the gelatin region. Necrotic and viable part can be distinguished as well. The NN-
PARAFAC result is similar to the pLSA solution; the reconstruction error is slightly
reduced whereas the complementarity estimation shows that the components estimated
with pLSA are slightly more sparse.

The AICc-type-controlled pLSA was capable of automatically estimating the number
of components and only slightly preferred the decomposition with four components over
the five component solution (see figure 3.2).

3.5.3. Interpretations and Method’s Properties

Constraints and their Effects. Possible explanations for the inferior performance of
PCA and ICA in our experiments lie in the constraints used by these methods. ICA relies
on the assumption that the reconstructed sources have minimal mutual information,
i.e., their statistical independence is maximal. The effect of this assumption is data-
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Figure 3.10.: An excerpt of the m/z range of the MALDI dataset between 170 and 190
Da. The bar plot shows the channel-wise intensities for the four components obtained
with pLSA (from left to right). The bar on the bottom color-codes the level of sparsity
for the intensity distribution for each m/z channel. Light colors indicate high sparsity
(suggesting discriminative peaks) and dark colors indicate low sparsity. We also give
the abundance maps corresponding to those m/z channels with the highest sparsity
value. At 177.5 Da, we see a highly intense peak in the characteristic spectrum of tissue
type three and low intensities for the characteristic spectra of the other components.
Apparently, this peak is typical for tissue type three and can be used to distinguish this
component from the others. In contrast, if a peak appears with equal intensity in all
four component spectra, it has no discriminatory power.

dependent and may be beneficial in some scenarios and harmful in others. In situations
where we want to unmix data containing tissue types that differ only slightly and thus
feature similar spectral signatures, ICA may not be the right choice as a decomposition
method. It is unlikely to yield two similar characteristic spectra since these would
feature high mutual information. However, if this assumption holds we can hope for a
good performance of ICA.

PCA is handicapped in the detection of differences in tissue composition that manifest
themselves merely in small spectral changes. Such subtleties contribute little to the
overall variance of the data and are hence relegated to higher principal components which
are easily overlooked in the routine visual inspection of the first few components. In our
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3. Concise Representation of Mass Spectrometry Images by pLSA

Figure 3.11.: Decomposition of the SIMS set with five components. The corresponding
spectral components can be found in figure 3.12. Also see the caption of figure 3.7.

experiments, NN-PARAFAC and pLSA were better able to detect minor differences in
unmixing both, the pure and impure mixtures (cf. figures 3.4 and 3.5). In contrast to
the constraints used by PCA and ICA, the non-negativity constraint in NN-PARAFAC
and pLSA is well motivated by physical properties and valid for all count datasets.
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Figure 3.12.: Unsupervised decomposition of the SIMS set with five components. The
components have been rearranged according to the ordering of the abundance maps.
The most prominent peak in component one corresponds to indium (115 Da). Indeed,
the tissue is torn in the respective areas, and the indium tin oxide-coated glass slide is
exposed.

Number of Components and Reconstruction Accuracy. In contrast to PCA,
NN-PARAFAC and pLSA require the number of components k to be specified in advance.
This means that all observed spectral intensity and variability is distributed among the
k component spectra. This behavior is desirable if k equals the correct number of
components. If k underestimates the correct number of components, such an approach
does not fully exploit information on further tissue types (for instance, see figure 3.7

where the four component decomposition of the MALDI set does not reveal the necrotic
part). For PCA, the number of components is not specified in advance, and the full
decomposition is always computed, even in cases where prior knowledge is available.
Especially in such situations, PCA results in way too many components since the number
of tissue types that one is interested in is normally much smaller than the number of mass
channels, that is the number of principal components estimated. In typical situations,
one can only examine the first few of possibly hundreds of principal components. This
leads to a loss of information and reconstruction accuracy. We have demonstrated that
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3. Concise Representation of Mass Spectrometry Images by pLSA

in scenarios where the number of components is limited, NN-PARAFAC and pLSA are
superior to PCA and ICA. As demonstrated in a separate experiment, this also applies
to the ability to reconstruct major peaks.

Complementarity. In our experiments on both simulated and real-world data, pLSA
clearly outperformed PCA, ICA and NN-PARAFAC with respect to the complementarity
of the estimated components (cf. table 3.2). It is not surprising that PCA results
in low complementary estimates since it always performs the full decomposition. For
pLSA, very often the theoretical maximum of the complementarity measure is reached
or almost reached. The numbers presented are backed by visual inspection that also
suggests that the NN-PARAFAC and pLSA partitionings are more sparse than the PCA
and ICA solutions, even though sparsity is not explicitly enforced. Sparsity simplifies
interpretation and should be recovered if present in the data, that is if most of the tissue
predominantly belongs to one (but not necessarily the same) class. The results obtained
on the simulated datasets show that NN-PARAFAC and pLSA not only perform well in
the pure mixture case, but also for heterogeneous tissue (cf. figures 3.4 and 3.5). The
different mixture areas were better reconstructed than with PCA or ICA. Furthermore,
the NN-PARAFAC and pLSA decomposition maps corresponding to the real-world data
were convincingly correlated with the structures that are visible in the label maps (cf.
figures 3.3, 3.7 and 3.11).

Computation Time. The computation time needed for NN-PARAFAC and pLSA
is higher than for PCA and ICA. However, in relation to the time required for data
acquisition, it seems safe to say that all methods are sufficiently fast to be applied in
practice.

3.6. Conclusion

We have shown on simulated and real-world data that pLSA is a suitable approach for
the unsupervised analysis of mass spectrometry images. Both pLSA and NN-PARAFAC
outperform PCA and ICA in terms of the quality of the decomposition maps as they
use an additive model that correctly mirrors the physical properties of the data. In
addition, they offer superior physical interpretability as they produce normalized and
non-negative components which can directly be interpreted as peak intensity lists. They
also lead to more complementary components and retain high reconstruction accuracy.
In contrast to non-negative PARAFAC, pLSA is based on a sound probabilistic model.

We have further introduced the AICc-controlled pLSA, providing the methodology
necessary to automatically estimate the number of tissue types, thus significantly de-
creasing the dependency on sample-specific prior knowledge. A sparsity measure was
used to automatically identify those m/z channels that are relevant for the discrimina-
tion of tissue types and may give further valuable insights in exploratory data analysis.
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Appendix

3a. Decomposition of the MALDI Set with 8 Components

Figures 3.13 and 3.14 as well as tables 3.4 and 3.5 illustrate the unsupervised decompo-
sition results for the MALDI set with eight components. The abundance maps estimated
by NN-PARAFAC and pLSA are much more distinct than their PCA/ICA counterparts.
Most of them can directly be assigned to one of the expected tissue types like viable or
necrotic tumor. Refer to the figure captions for further details.

Reconstruction Error
MALDI (8 components)

Norm PCA/ICA NN-PARAFAC pLSA

L1 1.8 · 101 1.5 · 101 1.3 · 101

L2 4.9 · 10−2 4.8 · 10−2 5.4 · 10−2

KL 2.7 · 10−1 7.5 · 10−2 4.7 · 10−2

Table 3.4.: Reconstruction error for the MALDI set using an eight component decom-
position. Again, the NN-PARAFAC and pLSA reconstructions perform best.

Complementarity
MALDI (8 components)

Quant. PCA ICA NN-PARAFAC pLSA th.max.

95 0.35 0.36 0.32 0.39 0.40
90 0.61 0.61 0.57 0.72 0.80
85 0.79 0.79 0.74 0.92 1.00
80 0.90 0.89 0.84 0.99 1.00
75 0.96 0.96 0.91 1.00 1.00
70 0.99 0.99 0.94 1.00 1.00
65 1.00 0.99 0.96 1.00 1.00
60 1.00 1.00 0.96 1.00 1.00
55 1.00 1.00 0.97 1.00 1.00
50 1.00 1.00 0.98 1.00 1.00

Table 3.5.: Complementarity estimation for the MALDI set using an eight component
decomposition: The reported numbers correspond to the percentage of the region of
interest that is covered after combining the thresholded component abundance maps
at various quantiles. The theoretical maximum (tm) of 1.00 is only reached for per-
fectly complementary abundance maps. Again, the pLSA solution is significantly more
complementary than the PCA, ICA and NN-PARAFAC results.
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3. Concise Representation of Mass Spectrometry Images by pLSA

Figure 3.13.: Unsupervised decomposition of the MALDI set with eight components:
The components obtained by NN-PARAFAC and pLSA are much more distinct than
their PCA/ICA counterparts–especially with respect to component three (vascularized
region). Components two (viable tumor) and five (necrotic tumor) also have a clear
localization. pLSA splits up the third component into two parts, yielding components
three and six. All components estimated by pLSA show spatial coherence. This goes well
with the assumption that tissue normally has a spatial extent. ICA mostly outperforms
PCA (see for example component four). The corresponding spectral components are
shown in figure 3.14.
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Figure 3.14.: Unsupervised decomposition of the MALDI set with eight components.
All reconstructed spectral components have been arranged according to figure 3.13.
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3b. Unsupervised Decomposition with a Varying Number of Components

The results obtained for the four and eight component decompositions of the MALDI
set suggest that NN-PARAFAC and pLSA are superior to PCA and ICA in terms of
reconstruction accuracy and complementarity. In the following experiment we quanti-
fied the reconstruction error as well as the complementarity for a varying number of
components. Results are given in tables 3.6 and 3.7.

Since we always selected the best combination of upper/lower quantile abundance
maps for PCA/ICA (see section 3.3) we only calculated decompositions where the com-
binatorial complexity was still manageable. The more components we took into account,
the more accurate the reconstructions were, and when considering all PCA components,
we ended up with a perfect reconstruction. However, in real-world applications we are
often interested in reducing the dimensionality of the data and examine only few compo-
nents. In this scenario, NN-PARAFAC and pLSA clearly outperformed PCA and ICA
(cf. table 3.6).
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Reconstruction Error

Comp. Norm PCA/ICA NN-PARAFAC pLSA

2 L1 5.1 · 101 3.9 · 101 3.7 · 101

L2 1.5 · 10−1 1.4 · 10−1 1.8 · 10−1

KL 3.8 · 101 5.0 · 10−1 2.8 · 10−1

3 L1 4.4 · 101 3.3 · 101 2.8 · 101

L2 1.2 · 10−1 1.0 · 1.0−1 1.3 · 10−1

KL 3.6 · 100 3.8 · 10−1 1.7 · 10−1

4 L1 3.5 · 101 2.4 · 101 2.5 · 101

L2 1.0 · 10−1 8.0 · 10−2 1.2 · 10−1

KL 2.2 · 100 1.7 · 10−1 1.4 · 10−1

5 L1 3.0 · 101 2.2 · 101 2.0 · 101

L2 8.6 · 10−2 7.0 · 10−2 8.3 · 10−2

KL 1.6 · 100 1.5 · 10−1 9.1 · 10−2

6 L1 2.8 · 101 1.8 · 101 1.6 · 101

L2 6.6 · 10−2 5.8 · 10−2 7.1 · 10−2

KL 4.9 · 10−1 9.7 · 10−2 6.8 · 10−2

7 L1 2.1 · 101 1.6 · 101 1.5 · 101

L2 5.9 · 10−2 5.1 · 10−2 6.2 · 10−2

KL 3.8 · 10−1 8.0 · 10−2 5.7 · 10−2

8 L1 1.8 · 101 1.5 · 101 1.3 · 101

L2 4.9 · 10−2 4.5 · 10−2 5.4 · 10−2

KL 2.7 · 10−1 7.1 · 10−2 4.7 · 10−2

9 L1 1.5 · 101 1.3 · 101 1.3 · 101

L2 4.1 · 10−2 4.0 · 10−2 5.2 · 10−2

KL 1.4 · 10−1 5.6 · 10−2 4.3 · 10−2

10 L1 1.5 · 101 1.2 · 101 1.2 · 101

L2 3.8 · 10−2 3.6 · 10−2 4.7 · 10−2

KL 1.3 · 10−1 5.2 · 10−2 3.9 · 10−2

Table 3.6.: Reconstruction error for the MALDI dataset: a varying number of compo-
nents (first column) was used to confirm the results obtained for the four and eight com-
ponent decompositions. Since we always selected the best combination of upper/lower
quantile abundance maps for PCA/ICA (see section 3.3) we only calculated decompo-
sitions where the combinatorial complexity was still manageable. Naturally, the more
components we used, the more accurate the PCA reconstructions were. However, in a
real-world scenario we are often interested in reducing the dimensionality of the data and
normally consider only a few components. For the MALDI-set, the AICc-type criterion
suggested to use eight components for which the reconstructions of NN-PARAFAC and
pLSA were more precise.
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Complementarity

Comp. Quantile PCA ICA NN-PARAFAC pLSA th.max.

2 95 0.10 0.10 0.10 0.10 0.10
75 0.50 0.50 0.46 0.50 0.50
55 0.77 0.77 0.69 0.90 0.90

3 95 0.15 0.14 0.14 0.15 0.15
75 0.65 0.66 0.55 0.75 0.75
55 0.97 0.96 0.75 1.00 1.00

4 95 0.20 0.19 0.19 0.20 0.20
75 0.76 0.74 0.69 0.89 1.00
55 0.99 0.98 0.88 1.00 1.00

5 95 0.24 0.23 0.22 0.25 0.25
75 0.88 0.84 0.77 0.98 1.00
55 1.00 0.99 0.94 1.00 1.00

6 95 0.28 0.28 0.26 0.30 0.30
75 0.92 0.90 0.83 1.00 1.00
55 1.00 1.00 0.95 1.00 1.00

7 95 0.31 0.32 0.29 0.34 0.35
75 0.95 0.95 0.86 1.00 1.00
55 1.00 1.00 0.96 1.00 1.00

8 95 0.35 0.36 0.32 0.39 0.40
75 0.96 0.96 0.91 1.00 1.00
55 1.00 1.00 0.97 1.00 1.00

9 95 0.37 0.39 0.36 0.43 0.45
75 0.97 0.97 0.91 1.00 1.00
55 1.00 1.00 0.97 1.00 1.00

10 95 0.39 0.42 0.36 0.45 0.50
75 0.98 0.98 0.92 1.00 1.00
55 1.00 1.00 0.97 1.00 1.00

Table 3.7.: Complementarity estimation for the MALDI dataset: a varying number
of components (first column) was used to check if the results obtained from the four
and eight component decompositions also hold here (see also figure 3.6). Again, pLSA
outperformed the competing methods.
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Chapter 4

Toward Digital Staining using

Mass Spectrometry Imaging and

Random Forests

In the previous chapter, we have proposed the application of probabilistic latent semantic
analysis (pLSA) for the analysis of mass spectrometry images in an unsupervised setting,
that is where no prior knowledge on the composition of a tissue sample is available.
In an increasing number of pre-clinical studies, some prior knowledge on the spatial
composition of a tissue sample is available and spatially resolved labels exist (i.e., training
examples where the observed data points are annotated with labels from a given set, see
section 4.3.1). In such a scenario, the unsupervised methods can be replaced by more
powerful supervised methods such as support vector machines (SVM) [188], random
forests [25] or other classifiers to automatically distinguish between the classes of interest.
These algorithms can constitute a valuable tool for pathologists or medical doctors that
have to analyze large numbers of tissue samples. In that case, reliable classifiers can
help minimize the risk for false negative diagnoses.

Currently, wet lab staining is the state-of-the-art method for highlighting structures
in biological tissues. However, a tissue sample can be treated with a limited number
of stains only (cf. section 2.2). Mass spectrometry imaging, in contrast, simultaneously
monitors the spatial distribution of several hundreds or even thousands of molecules. We
show that combining MSI with random forest classification (“digital staining”) yields a
powerful complement to chemical staining techniques.
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4.1. Introduction

Several supervised classifiers have been applied in the field of mass spectrometry: k-
nearest neighbors (knn) [183, 209], SVMs [190, 83, 92] and other approaches [191, 233].
Random forests have also successfully been used [14, 81, 217, 56, 94, 84, 110], but to our
knowledge not on MSI data and often only for binary classification tasks. Random forests
have many favorable properties. Empirically, the algorithm is robust to overfitting,
the method has high prediction accuracy, is capable of dealing with a large number
of input variables [132, 26], is rather robust to label noise [25, 182], allows easy and
fast training (i.e., only a few seconds in the scenario described below), and performance
is robust with respect to the exact choice of the two hyperparameters: the number of
trees, and the size of the random feature subset evaluated at a node [162]. Random
forests have successfully been applied to various kinds of spectral data, including remote
sensing [86], astrophysics [78], and magnetic resonance spectroscopic imaging (MRSI)
[145]. Previous studies have compared the performance of random forests to SVMs
and other state-of-the-art methods in many fields of application and have concluded
that they deliver comparable [60, 2, 160, 56, 162] or even superior [217] performance.
The fact that there is no clear benefit of using SVMs or random forests but that random
forests are “more” non-parametric, i.e., require less tuning, and that their training is fast
(featuring a complexity of O(N · logN ·

√
M) for N training examples in M dimensions)

makes this algorithm a natural choice for our study. We first demonstrate that random
forests are a highly suitable automated approach for classifying MSI data. In spite of
technical variability being present in our data, the classifier results in predictions with
high sensitivity and high positive predictive values.

Owing to noise or instabilities in the data acquisition process, the classification maps
obtained with random forests (or other classifiers) can have a “noisy” appearance. Single
pixels that have been classified differently than their surrounding area can frequently
be observed (see sections 4.4 and 4.5). Typically, the “gold standard” label maps
provided by human experts tend to be much more homogeneous (see section 4.3.1).
We therefore apply a post-hoc smoothing method that removes these “outliers” from
the classification maps. To this end, we compare a Markov random field (MRF) [82,
20] approach to a vector-valued median filter [225] and show that post-hoc smoothing
significantly improves the sensitivities and positive predictive values.

In this study, we analyze human breast cancer cells grown as tumor xenografts in mice
(see also section 3.3.2). Within these tumor xenografts, five different regions (necrotic
tissue, viable tumor, gelatin, tumor interface, glass/hole) can be identified (see section
4.3.1). The data comprises a total of 7 slices from two tumors (same cell line, no
genetic variation). We describe and discuss in detail how the random forest algorithm
combined with post-hoc smoothing techniques can be used for automated MSI data
classification and show that it results in predictions with high sensitivity estimates and
positive predictive values of about 90%.
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4.2. Materials and Methods

4.2.1. Random Forest

The random forest classifier [25] is a decision tree based ensemble method. In contrast
to single decision trees, a randomized tree ensemble is robust to overfitting [25]. In a
typical training setup, a few hundred decision trees are constructed which in their entirety
constitute the “forest”. The single trees are generated by the following algorithm:

Let S = {(x1, y1), . . . , (xN , yN )} be the set of available M -dimensional training sam-
ples, that is mass spectra xk ∈ R

M with M channels and corresponding class labels
yk ∈ L–e.g., cancerous or healthy tissue1. First, a bootstrap sample (in-bag sample) of
size N is chosen by randomly sampling N times from S with replacement. This training
set is used for building the tree, whereas the rest of the samples (out-of-bag sample) is
used for estimating the out-of-bag error. Construction starts from the root that contains
all training samples. At each node, a subset of size M̃ of the M features is chosen at
random (by default, M̃ =

√
M [25]), and that feature in the subset that allows for the

best separation of the classes in the sample set in that node is determined. In other
words, in each node, a set of M̃ random tests of the form g(x) > Θ with threshold Θ
is created, and the best test according to a quality criterion is selected [182]. The node
is subsequently split into two child nodes, and the process is repeated until the tree
is fully grown, i.e., all leaf nodes contain samples from one class only (see figure 4.1).
Finally, the respective labels are assigned to the leaf nodes. Note that the trees are not
pruned [96]. For each tree, the training error is estimated by predicting the classes of
the out-of-bag samples and comparing the results with the true class memberships yk.

The importance of the different features (in our case mass channels) for the classi-
fication can be estimated with the permutation accuracy criterion [25]. In short, for
each tree the prediction accuracy on the out-of-bag sample is calculated in a first step.
Then this process is repeated M̃ times where in each run the values of the l-th feature
are randomly permuted (l = 1, . . . , M̃). For each feature the difference between the two
accuracies (non-permuted and permuted) is averaged over all trees. This mean decrease
in accuracy is used as feature importance measure. In addition to the overall feature
importance, a class-wise version can be calculated. Intuitively, a feature is considered
unimportant if permuting its values does not (or only marginally) affect prediction ac-
curacy.

After training of the forest, a sample (in our case spectrum) is classified by putting
it down on each of the trees in the ensemble. Each tree constitutes a crisp classifier
and returns the label corresponding to the leaf node in which the sample ends up. The
random forest averages over all trees, and the classification result is represented by a
probability vector that reflects how many trees have voted for one specific class. This
output can be interpreted as posterior probability that an object belongs to a particular

1note that whenever we refer to a physical sample we use the term tissue sample
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Figure 4.1.: The random forest classifier is an ensemble of decision trees where the single
trees are constructed from bootstrap samples. On the top, two trees of the forest are
shown in detail: At each node, the feature that allows for the best class separation is
chosen (with respect to the subset of features selected for that node). The corresponding
partitioning of the feature space is shown below with the decision boundary plotted in
purple. On the bottom, the decision boundary of the random forest is displayed. It is
based on the majority votes of the individual trees.
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Figure 4.2.: Markov random field (MRF) model: Each node represents a pixel in the
classification map. The optimal label assignment depends on both single site potential
(ϕ) and pair potential (ϑ). The former is defined by the random forest output that
assigns class probabilities to pixels, and the latter penalizes the assignment of different
labels to neighboring pixels.

class, given the features of that object. In short, the output of a random forest can
be seen as an estimate for class probabilities. A crisp classification can be obtained by
taking the mode of this distribution.

4.2.2. Smoothing

In order to remove salt and pepper noise structures from the classification maps (i.e.,
images of the predicted class probabilities), we apply a post-hoc smoothing by means of
Markov random fields (MRF) and a vector-valued median algorithm.

Markov Random Fields. In the MRF, each pixel of the classification map is repre-
sented by a node with 4-connectivity (see figure 4.2). In brief, the MRF employed is de-
fined as follows (for an extensive introduction, see [228]). Each node takes a value in the
set of labels (here L = {necrotic tissue, viable tumor, gelatin, tumor interface, glass/hole},
see section 4.3.1). Motivated by a local homogeneity assumption and the available label
maps, a regularized solution is sought that is a good compromise of two factors: the
single site potentials (SSP) that encourage the agreement of each label with the local
classification result (data term) and the pair potentials (PP) that call for the consistency
of each label with the labels of the surrounding pixels and therefore encourage smooth-
ness of the label map. According to this model, the optimum compromise or map of
labels for all pixels, Z, is found as the maximizer of the log probability [208]

log(p(Z|S)) =
N∑

i=1

log(ϕ(zi)) + λ
N∑

i=1

∑

j∈neigh(i)

log(ϑ(zi, zj)) + const. (4.1)
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Here, neigh(i) identifies the set of neighboring nodes for node i and zi denotes the label
assigned to node i. The first term represents the single site potential ϕ(zi) for node
i, and ϑ(zi, zj) is the pair potential for the neighboring nodes i and j weighted by the
scalar λ. We use the random forest output as single site potential and define the pair
potential ϑ(zi, zj) as follows: a (maximum) fit of 1 is assigned if i and j share the same
label and 0 < c ≪ 1 otherwise. Subsequently, the pair potential matrix is normalized
such that the sum of each column (and row) equals one.

An approximation maximizer of equation (4.1) can be found efficiently with loopy
belief propagation (BP) in its max-sum version [165, 20]. BP is an iterative algorithm
that tries to find a maximum a-posteriori estimate of the label distribution by repeatedly
passing local messages between neighboring nodes of the MRF graph. These messages
build on the potentials defined above and quantify the local fit of the labels to the data
and the prior assumptions. After a stopping criterion is met, so-called “beliefs” are
calculated for each node that express the probability of assigning a certain label to a
node. Finally, the label with maximum belief is selected for each node. Since the defined
graph contains cycles, BP is not guaranteed to converge. However, it usually results in
good approximations of the optimum solution [124].

Vector-valued Median Filter. The scalar median filter [111] is known to efficiently
remove salt-and-pepper noise in gray-valued images. Welk [225] introduced a vector-
valued version of the median that Lerch [128] later enhanced by weighting factors.
The weighted vector-valued median µ of a set S̃ = {x̃1, . . . , x̃K} of K vectors in a
M -dimensional feature space is given by

µ(S̃) = argmin
a∈RM

(
K∑

k=1

wk

∥∥∥x̃k − a
∥∥∥

2

)
(4.2)

where ‖.‖2 denotes the Euclidean distance and wk the weight of the k-th spectrum in S̃.
The weights wk were chosen from a Gaussian kernel centered at the respective pixels and
with variance σ2 = 1.5. The convex optimization problem in eq. (4.2) can be solved with
a gradient descent approach [225]. Note that the resulting median µ is not necessarily
a member of S̃.

4.3. Experiments

4.3.1. Data

Experimental data was acquired from orthotopic human breast cancer xenografts (MCF-
7) grown in mice. For this study, six parallel tissue slices of the same tumor (entitled
S3, S4, S5, S7, S9, S11; the S-slices) were subjected to secondary ion mass spectrometry
(SIMS) MSI analysis using a Physical Electronics TRIFT II TOF SIMS instrument. One
of the six obtained datasets (S9) was already used to evaluate the pLSA method in the
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Figure 4.3.: Labels for the six slices S3, S4, S5, S7, S9, and S11: the top row shows the
label maps that have been obtained by closely investigating the corresponding stained
parallel slices (bottom row) as well as the total ion count images (TIC, middle row).
Five regions can be observed: necrotic (red), viable (yellow), gelatin (green), interface
(blue), and glass/hole (violet). Black/white indicates that no label is available. Note
that after normalization (see Data processing section) the structure in the TIC images
is no longer visible.

preceding chapter (see section 3.3.2 for details). Slices with odd numbers are equispaced,
and the distance between S3 and S5 equals ≈ 500µm. Additionally, one slice (entitled
T1) from a second tumor of the same cell line, grown in a genetically identical mouse
was analyzed. No genetic variation was present in the data. For each tumor slice, an
additional hematoxylin-eosin (HE) stained parallel slice is available.

Despite some topological differences between the HE-stained and MSI-subjected slices,
we again used the stained images as gold standards in the labeling process. Note,
however, that this is an approximative ground truth only. As can be seen from the label
maps in figure 4.3, five different regions are present in the tissue samples: necrotic tissue
(overall 4,844 labeled spectra), viable/active tumor (16,663), embedding gelatin (6,340),
tumor interface region (3,114), and glass/holes (10,373). In the glass/holes area, the
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tissue was torn in the freeze-drying/microtome cutting process, and the glass surface is
exposed to the analytical ion beam.

4.3.2. Research Questions

We addressed five research questions in our experiments. Experiments 1 to 3 concerned
the performance of the random forest algorithm on real-world MSI data, experiment
4 analyzed the effect of post-hoc smoothing, and experiment 5 dealt with identifying
important features for the classification:

• Experiment 1: We evaluated if random forests are capable of distinguishing differ-
ent tissue types at all; in this restricted setting, a cross validation over pixels was
performed, using all slices from the first mouse.

• Experiment 2: We used samples from all but one S-slice for training and evaluated
the classifier’s performance by predicting the classes for the (labeled) samples of the
remaining S-slice (“leave one-slice-out cross validation”). This experiment shows
if the classifier generalizes well to different parts of the same tumor in the same
individual that were acquired in separate experiments.

• Experiment 3: We trained the algorithm on the six S-slices and tested it on the
T1 slice. This experiment shows if the classifier generalizes well if the same tumor
is studied in different individuals. This experiment is still limited in that both
the tumors and the individuals are clones, that is potential variability between
different cell lines or individuals is not covered.

• Experiment 4: The next research question analyzed the effect of smoothing of the
classification results with the Markov random field and the vector-valued median
filter defined above.

• Experiment 5: Finally, we were interested which features are decisive in the clas-
sification of the tissue samples.

4.3.3. Evaluation Criteria

We used balanced training sets [44] for random forest training, that is we trained the
classifier with the same number of training samples for each tissue class. To ensure
that a sufficient number of training samples was available from each slice, we further
balanced the datasets by training the forest with the same number of labeled samples
per class and slice. Ten-fold-cross-validation over pixels was used to evaluate the clas-
sifier’s performance by means of sensitivity (SE) and positive predictive value (PPV)
(see experiment 1 below). For a given class k, the sensitivity (also termed “true positive
rate” and “recall”) measures the ratio of samples correctly classified as k to all samples
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that really belong to class k, that is SE = TP
TP+FN where TP is the number of true

positives, and FN is the number of false negatives. The PPV (also termed “precision”)
estimates the ratio of samples correctly classified as k among all samples classified as k:
PPV = TP

TP+FP where FP is the number of false positives. To ensure a fair comparison,
we averaged the results over five training runs to minimize the influence of the random
sampling of training points.

4.3.4. Data Processing

In our study, we compare different datasets, each of which corresponds to one mass spec-
tral image. Mass spectral count data are not quantitative due to matrix and ionization
effects and possible other variations. Moreover, depending on the acquisition time per
spot and other instrument settings, the average intensity can vary, even if the same kind
of tissue is imaged. We normalize the datasets by dividing each spectrum by its total
ion count (TIC). This way, intensity differences visible in the total ion count images (cf.
figure 4.3) are removed. It is ensured that the classification is based on different spectral
distributions and not on intensity differences. The scaled spectra are baseline corrected
by subtraction of the channel-wise minimum with respect to all spectra in a dataset.
We detect the local maxima in the mean spectrum of each dataset and keep the mass
channels that correspond to maxima that exceed a given threshold in order to extract
features and obtain “feature lists” (also cf. section 5.2.4). To increase the robustness
of the quantitation, the pertaining intensity value is calculated as the integral over the
whole peak width. In our experiments, peak picking on the average spectrum was more
robust to noise than peak picking on individual spectra, which is in line with the findings
of Morris [152]. Moreover, the described procedure is faster.

Further, when training of the classifier is performed with samples from multiple images,
the feature sets of the individual images have to be combined. First, the datasets have
to be recalibrated to correct for potential peak shifts between sets. This is done by
performing hierarchical clustering on the peak positions [212, 96] using an optimized
cutoff value of 0.2 Da (for more details refer to section 5.2.5). After correction, the
single feature sets are merged. Whenever a member of the merged feature list does not
occur in the feature list of a dataset, we assume the corresponding intensity value to be
zero [140].

Experiments were conducted using an in-house implementation of the random forest
classifier and the vector-valued median algorithm; the in-house belief propagation code
is based on Murphy’s Bayes Net Toolbox [154]. Iterations were stopped as soon as
the maximum change in local beliefs was below a given threshold. The regularization
parameter was optimized manually.
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4.4. Results

• Experiment 1: We randomly chose (labeled) samples from all S-slices for training
and testing of the random forest. Ten-fold cross validation was used, i.e., nine out
of ten subsets were used for training, and the remaining one was used for testing.
Results can be found in table 4.1.

• Experiment 2: We trained the classifier with samples from all but one S-slice, and
the labeled samples of the remaining S-slice were used for testing. Tissue sam-
ple preparation for MSI analysis was done individually for each slice, potentially
decreasing the classifier’s performance. Sensitivity and PPV estimates were calcu-
lated with respect to the label maps, and results are shown in table 4.2 and figure
4.4.

• Experiment 3: Random forest performance was tested on the T1 slice after training
with samples from all six S-slices. Results are displayed in table 4.3 and figure
4.5.

• Experiment 4: Results concerning the last research question are given in table
4.4 and figure 4.6. Both smoothing methods required approximately the same
computation time and resulted in similar SE and PPV estimates. One advantage
of the vector-valued median is that in contrast to an MRF with Potts potential
as described here, it can be used to directly smooth the probability maps instead
of the crisp classification maps. Thus, smoothed versions of the soft and the crisp
maps can be obtained.

• Experiment 5: Results concerning the feature importance are given in table 4.5

and figure 4.7.

4.5. Discussion

• Experiment 1: We first used 198 samples per class corresponding to 33 samples
per class and slice, for which we obtained estimates for sensitivity and positive
predictive value slightly above 90% (see table 4.1). With a total of 1,188 samples
per class (i.e., 198 per class and slice), we gained a further increase of roughly
1.5%. Note that especially for the gelatin and interface regions, only few labeled
samples are available (see section 4.3.1 and label maps in figure 4.3) and that
these samples might have to be replicated in order to obtain a balanced training
set when training is done with many samples [44]. In this scenario, the classifier
is prone to overfitting to the training data. However, the results obtained after
training with only 33 samples per class and slice (which is significantly below the
number of available samples) and the results for classes for which hundreds of
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tissue class
samples/class measure necrotic viable gelatin interface glass/hole mean

198 SE 88.3 92.5 95.4 97.1 94.2 93.5
PPV 94.0 90.0 97.1 94.0 95.1 94.0

1,188 SE 91.8 94.5 97.1 98.5 94.5 95.3
PPV 93.0 92.5 98.8 95.5 96.8 95.3

Table 4.1.: Experiment 1: Training and testing has been performed with samples from all
six slices and results are shown for different numbers of samples per class. We conducted
two experiments with 198 and 1,188 training samples per class, respectively. No post-
hoc smoothing was performed. SE and PPV values were estimated by ten-fold cross
validation. High SE and PPV values are obtained for 198 samples. More samples clearly
increase both the sensitivity and positive predictive values.

labeled points exist (see for example viable, glass/hole) are reasonably good. Most
problems occurred in separating necrotic and viable tissue, probably because these
classes are more similar to each other than to gelatin or glass/hole. Nevertheless,
we still obtained good classification results for these tissue types.

• Experiment 2: We note that the sensitivity and PPV rates were slightly lower
than in experiment 1 where also some samples from the test slice had been used
in the training. However, the sensitivity was still at about 90% and the PPV at
≈ 85%. This experiment shows that random forests can be robust with respect to
experimental variability witnessed when different slices are considered which were
experimentally prepared and processed separately (“technical repeats”).

The soft classification maps obtained with the random forest classifier (see fig-
ure 4.4) provide further insight into the composition of a tissue sample. Crisp
classification maps fail to give insight on the information regarding the ambiguity
or amount of uncertainty of a prediction at a pixel. In situations where a tissue
class is dominated by another tissue class, the information on the distribution of
the weaker class(es) is lost in the crisp classification map. In some areas, the
(crisp) class assignment is obvious, e.g., in regions where the glass slide is visi-
ble. In contrast, the class decision in the lower right part of slice S3 is less clear
since both necrotic and viable tumor have high probabilities. Since the spatial
transition between different stages of tumor development can be continuous, this
information can be highly relevant in the treatment of the cancer. Imposing a hard
threshold would suppress the subtleties of the true distribution, and a small shift
of the threshold might lead to widely differing crisp classification maps which is
undesirable.

• Experiment 3: We trained the classifier with 198 samples per class and slice from
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Figure 4.4.: Experiment 2: Soft classification maps for the S-slices. The probability maps
(128× 128 pixels in size) show the distribution of the five different tissue classes/regions
and are nicely correlated with the label maps in figure 4.3. See text for details.
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tissue class
slice measure necrotic viable gelatin interface glass/hole mean

S3 SE 92.8 82.7 - 89.7 89.5 88.7
PPV 57.6 96.8 - 41.9 98.6 73.7

S4 SE 64.7 98.3 - 89.9 97.1 87.4
PPV 95.6 85.7 - 98.3 86.3 91.4

S5 SE 94.7 91.3 86.7 - 98.1 92.7
PPV 86.7 96.8 100 - 99.4 95.8

S7 SE 99.4 75.4 99.1 99.6 89.1 92.5
PPV 30.4 99.7 99.5 94.8 99.5 84.8

S9 SE 81.0 96.2 84.0 96.4 97.2 90.1
PPV 54.0 97.3 99.4 60.0 97.0 81.5

S11 SE 96.4 90.4 87.4 99.1 91.0 92.8
PPV 40.0 98.7 99.4 68.3 99.7 81.2

Table 4.2.: Experiment 2: Training has been performed with samples from five slices,
and the remaining one was used for testing. We trained the forest with 198 samples per
class and slice, and no post-hoc smoothing was performed. The dash indicates that no
labels are available for a certain slice/class combination. Average SE and PPV values
are mostly between 80 and 95 percent. We see that a random forest trained with samples
from five out of the six slices generalizes reasonably well and can be used to classify the
test slice.

all six S-slices. When classifying T1, we obtained reasonably accurate SE and PPV
estimates close to 90% (see table 4.3), indicating that the classifier is reliable even
in situations where training and testing is performed with samples from different
tumors. The slightly reduced sensitivity value for the necrotic class results from
the fact that the classification result for this class is speckled. It is unclear if
this has biological reasons or has to be considered a misclassification. Apart from
that, the visual comparison between the stained slice and the classification result
in figure 4.5 clearly underlines the good performance of the algorithm.

• Experiment 4: With respect to the gold standard, post-hoc smoothing with the
proposed MRF and the vector-valued median algorithm significantly improved the
classification results. We note however that in general, manual labeling builds on
an underlying assumption of homogeneity; in addition, overly smooth labels may
be obtained in situations where it is challenging for a human expert to mark every
single differentiation that can be seen in a tissue sample. In our comparison, this
favors the post-processing step. The salt-and-pepper noise was efficiently removed
leading to a better highlighting of the shapes of the different tissue types (see figure
4.6). This observation is confirmed by the sensitivity and PPV estimates displayed
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Figure 4.5.: Experiment 3: Classification of the T1 set after training on the S-slices. The
similarity between the (parallel) stained slice (left) and the classification maps (right) is
apparent. The necrotic part in the middle is well detected by the classifier. As expected,
the interface part surrounds the viable part and is itself surrounded by gelatin. The
holes are also visible in the stained slice.

tissue class
slice measure necrotic viable gelatin interface glass/hole mean

T1 SE 71.9 91.6 99.9 90.3 99.6 90.4
PPV 94.4 84.0 97.6 93.4 93.4 92.5

Table 4.3.: Experiment 3: Training has been performed with samples from all six slices
of the first tumor (S3,S4,S5,S7,S9,S11), whereas testing was done on the T1-slice of the
second tumor. We chose 198 samples per class and slice for training, and no post-hoc
smoothing was performed. The results indicate that the classifier is reasonably accurate
even if training and testing is performed on the same tumor type in different individuals.

in table 4.2. The classification results in figure 4.6 are well correlated with the
stained images and label maps in figure 4.3.

Removing salt-and-pepper noise is beneficial if these structures arise from artifacts
of the acquisition process like low signal to noise ratios at certain spatial loca-
tions. In these cases, isolated misclassifications can be efficiently corrected by the
proposed methods leading to a clearer visualization of the main structures in the
data. However, if these structures do indeed have a biological significance, i.e.,
different content in the tissue sample, oversmoothing is a problem as it may lead
to a loss of valuable information. The decision of whether smoothing should be
applied depends on the research question as well as on the quality of the data. In
our experiments, smoothing led to increased sensitivity and PPVs with respect to
our gold standard label maps.
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Figure 4.6.: Experiment 4: classification results for slice S7 after training with all other
slices. The top row shows the crisp classification results: on the left the random forest
result is shown, in the middle the result after post-hoc smoothing with MRFs (λ = 0.01)
and on the right the result after applying the vector-valued median. The classification
results are very close to the respective label maps, shown in figure 4.3. The smoothing
efficiently removes the salt-and-pepper noise. Smoothed versions of the soft classification
maps can be obtained with vector-valued median-filtering, and results are shown in the
bottom rows.
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tissue class
slice smoothing measure necrotic viable gelatin interface glass mean

S4 none SE 64.7 98.3 - 89.9 97.1 87.4
PPV 95.6 85.7 - 98.3 86.3 91.4

MRF SE 83.6 100 - 93.6 98.8 94.0
PPV 100 93.4 - 100 92.5 96.4

VVM SE 84.5 100 - 94.4 99.0 94.5
PPV 100 95.1 - 100 96.6 97.2

S7 none SE 99.4 75.4 99.1 99.6 89.1 92.5
PPV 30.4 99.7 99.5 94.8 99.5 84.8

MRF SE 100 92.7 99.7 99.8 94.8 97.4
PPV 58.9 99.7 99.5 97.8 100 91.2

VVM SE 100 91.3 100 100 95.8 97.4
PPV 55.2 99.9 99.9 98.4 100 90.1

Table 4.4.: Experiment 4: The table shows the classification results obtained for slices S4
and S7 after training of the random forest with samples from all other S-slices. Post-hoc
smoothing of the classification maps with Markov random fields (MRF) and vector-
valued median filtering (VVM) clearly improves the classification result by more than
5% in sensitivity and positive predictive value. However, great care has to be taken
when smoothing is applied, see text for details.

• Experiment 5: The random forest was trained as described in experiment 3. Among
the most important features (mass channels) that were identified by the permuta-
tion accuracy criterion are m/z = 114.9Da (indium) and m/z = 184.0Da (phos-
phocholine [71]). The former is identified to be important for classifying samples
of the glass region. This is plausible since the glass slides were indium-coated prior
to MSI analysis (see Data section) and indium is dominant in these areas. The
latter has previously been found to play an important role in the discrimination
of necrotic and viable tissue and the interface region (see section 3.5.2) as well
as in the metabolism of breast cancer cells in general [88, 87]. Note that a high
score for a given feature and class combination does not necessarily imply that the
respective mass channel shows high intensities for that class. A particularly high
(or low) score rather indicates that the respective feature is important for the clas-
sification of samples belonging to that class (i.e., not belonging to other classes).
As a consequence, some markers occur in the top lists of multiple tissue types. As
can be seen from the channel images in figure 4.7 the mass channels with high im-
portance scores show informative spatial distributions which are nicely correlated
with the different areas in the label maps (cf. figure 4.3).

Note however that these results should only be considered as first indicators for
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Figure 4.7.: Experiment 5: The upper diagram shows the permutation accuracy feature
importance scores for the five tissue classes as well as the overall importance score. The
five most important features are listed in table 4.6 and include indium (m/z = 114.9Da)
and phosphocholine (m/z = 184.0Da). The corresponding channels for tissue sample
S11 are plotted in the bottom row.
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tissue class
rank necrotic viable gelatin interface glass/hole

1 23.3 (9.2) 39.0 (5.2) 70.0 (14.4) 23.3 (13.1) 112.9 (10.2)

2 114.9 (8.0) 23.3 (5.0) 58.1 (9.7) 184.0 (9.9) 114.9 (8.7)

3 39.0 (4.9) 114.9 (3.2) 184.0 (9.1) 114.9 (7.8) 118.0 (7.0)

4 184.0 (3.5) 70.0 (3.1) 44.1 (4.5) 39.0 (5.1) 246.8 (6.4)

5 44.1 (3.2) 58.1 (2.7) 104.1 (4.4) 58.1 (4.8) 136.8 (4.2)

Table 4.5.: Experiments 5: For each tissue class the five most important features with
respect to the permutation accuracy criterion are listed by their m/z -position in Da and
their corresponding importance score (given in brackets, scaled by 102). The overall
most important features and their interpretation (if available) are given in table 4.6

(also cf. figure 4.7).

rank m/z interpretation

1 114.9 (5.8) indium

2 23.3 (5.6) sodium

3 70.0 (5.6)

4 184.0 (5.0) phosphocholine

5 58.1 (4.1)

Table 4.6.: Experiments 5: The overall most important features (score given in brackets)
and their interpretation (if available). Also cf. figure 4.7.

potential biomarkers. Besides standardized tissue sample preparation and stable
acquisition conditions, a robust detection of biomarkers also requires a more diverse
dataset that comprises genetic variability.

The methodology described in this chapter can be applied to MSI data of different
resolution and quality. Given sufficiently high resolved data and an adequate number of
training examples, the random forest classifier could also be used on the cell level. This
would enable classification, i.e., digital staining, of single cells, providing even further
insight into the composition of tissue samples.

4.6. Conclusion

Our study gives clear evidence that digital staining may be a powerful complement to
chemical staining techniques. We have introduced post-processed random forests for the
classification of MSI data. Experiments on an animal model of human breast cancer
grown in mice suggest that this classifier is well suited for automated annotation of MSI
data. With the proposed methodology, we were able to separate necrotic tissue, viable
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tumor, gelatin, tumor interface and glass/hole areas under the following experimental
conditions: High sensitivity rates (≈ 90%) and positive predictive values (≈ 85%) have
been obtained when training and testing was performed with samples from different slices
of a single tumor. Similar performance was observed when samples from two different
tumors of the same cell line were used for training and testing. Further experiments
are required in which the presented methods are evaluated on data featuring genetic
variation (see chapter 5).

The soft classification output of the random forest classifier can give valuable in-
sight into the composition of tissue samples, and the permutation accuracy criterion
yields discriminative features for the classification. We have demonstrated that spa-
tially smoothing the crisp and soft classification maps with Markov random fields and
vector-valued median filtering significantly improves the classification result, increasing
sensitivity by approximately 3% in the examples shown.
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Chapter 5

Differential Diagnostics of Breast

Cancer using MALDI MSI: The

Role of Preprocessing and

Technical Variability

In the preceding chapter, we have demonstrated that digital staining with mass spec-
trometry imaging (MSI) is a promising complement to traditional staining techniques.
However, our study was limited since no genetic variability between patients was con-
sidered. In contrast, the data that is analyzed in pre-clinical applications of MSI typi-
cally stems from different patients and features both technical and biological variability1

[73, 193, 192, 223].
In the following chapter we enhance and adapt the methods for pixel-based classifi-

cation presented in chapter 4 and consider MSI data from a pre-clinical study with 30
patients that suffer from two different kinds of breast cancer. The mass spectrometric
analysis is targeted at high mass ranges up to 25,000 Da. Thus, matrix assisted laser
desorption/ionization (MALDI) MSI is used instead of secondary ion mass spectrometry
(SIMS) MSI. Since MALDI data tends to be affected by a higher level of noise and much
stronger baseline effects than SIMS data, the main focus lies on the selection of the
preprocessing methods for baseline correction, normalization, peak picking and spectral
alignment. In our study we compare almost 400 different preprocessing pipelines and
demonstrate that

• the exact choice of the preprocessing methods and their parameterizations heavily
influences the obtainable classification performance,

1that is biological variability between samples from different classes as well as between samples from
the same class that stem from different patients
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• highly accurate pixel-based classification of MALDI MSI data is still a difficult
task, although the obtained classification accuracies of 80–85% are promising,

• the within class variance (attributable to both technical and biological variability)
can be very high in (pre-)clinical MSI studies.

We begin this chapter with an introduction to the biological research question that
motivates our study.

5.1. Introduction

With one million breast cancer cases newly diagnosed and over 400,000 deaths a year,
breast cancer is still the leading cause for cancer deaths among women [163]. A clini-
cally important subgroup of breast cancer patients is termed triple negative and shows
underexpression of the oncoprotein HER2 (human epidermal growth factor receptor 2).
This subgroup is associated with a more aggressive tumor growth and therefore a poorer
prognosis. Special targeted therapies are able to significantly improve prognosis of those
patients. Thus, the determination of the HER2 status plays a key role for the further
course of the therapy [230]. Recently, Rauser et al. showed [171] that MALDI MSI
signatures can be used to predict the HER2 status of breast cancer tissue. Using histo-
chemistry, they identified cancer regions with and without HER2 underexpression and
trained supervised classifiers on the mean spectra corresponding to those regions. Ac-
curacies of 85–90% were reported and a set of biomarker candidates that significantly
correlate with HER2 expression was identified. However, the classification of individ-
ual pixels of an MS image was not considered. As described earlier (cf. chapter 4),
pixel-based classification of MSI data has several advantages. Most importantly, in our
application it can provide better stratification of HER2 positivity, e.g., by predicting
the fraction of positive tumor cells in a sample (cf. IHC guidelines [230]). Whereas
the method by Rauser et al. results in a global classification (i.e., the complete dataset
is HER2 positive or negative), pixel-wise classification yields a spatially resolved result
(see figure 5.1 for an example). This is advantageous if the tissue is heterogeneous and
various tissue types are present. Moreover, once the classifier is trained it can directly
be applied to newly acquired data. In contrast, if the classification is based on mean
spectra over areas, the expert is required to define regions of interest that determine
which spectra have to be averaged prior to classification.

5.2. Materials and Methods

As described in chapters 2 and 4, mass spectra require preprocessing before meaningful
statistical analysis can be applied. Typical steps include baseline correction, normaliza-
tion, peak picking, and spectral alignment with which one tries to remove or at least
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Figure 5.1.: Classification of HER2 positive vs. HER2 negative vs. connective tissue.
Training of the classifier was performed with all datasets (cf. table 5.1) but the one used
for testing. On the left, probability maps for the three classes are shown. The ground
truth label map on the right was obtained using histochemistry.

mitigate the effects caused by technical variability in sample preparation and/or data
acquisition [33]. Depending on the selected mass spectrometer and ionization technique,
the importance of the individual preprocessing steps can vary. For instance, the SIMS
data used in our previous study (cf. chapter 4) exhibits nearly no baseline effects and
is affected by a low level of noise only. The choice of the baseline correction method
thus had no significant influence on the classification performance. We will see that this
is fundamentally different for the MALDI data analyzed next (see section 5.3.1 and cf.
figure 5.5).

5.2.1. Choice of Preprocessing Methods

Obviously, many different methods can be applied to realize the individual steps of the
preprocessing “pipeline”. Unfortunately, no standard workflow exists and it is difficult
to select the “right” algorithms and parameters since usually no ground truth (e.g., the
true baseline) is available for evaluating individual steps (e.g., the baseline correction
method). Only a compound ground truth in the form of labels of the individual pixels
is given. Thus, we can only evaluate the performance of complete pipelines, e.g., by
comparing their classification accuracies. This is especially true since the individual pre-
processing methods may also interact. For instance, the choice of the baseline correction
approach might influence the performance of the normalization methods.

Rauser et al. [171] employed ClinProTools 2.2 (Bruker Daltonik GmbH, Bremen,
Germany) to preprocess the MSI data used in their study. Unfortunately, only a limited
number of spectra can jointly be analyzed with this software. Furthermore, the choice
of preprocessing methods is restricted to the built-in algorithms. Therefore, we decided
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to export the raw MSI data to text files using FlexImaging 2.1 (Bruker Daltonik GmbH,
Bremen, Germany). All subsequent statistical analysis was performed with algorithms
that were implemented in MATLAB and C++. To identify promising combinations of
preprocessing methods, a multitude of different pipelines was compared with respect
to the resulting classification accuracy. Details for the methods used in the individual
pipeline steps are provided below.

5.2.2. Baseline Correction

Three baseline correction approaches were compared to the default strategy: (1) no
baseline correction. (2) Top-hat filtering [195, 189] is a popular approach that performs
a morphological opening on a local neighborhood. Tuning of its only parameter–the half-
width w of the local neighborhood–is not trivial. If the neighborhood size parameter is
chosen too large, the baseline cannot be removed completely, especially if the baseline
exhibits strong decay. On the contrary, a small neighborhood size might result in feature
loss [227]2. (3) Asymmetric least squares fitting for MALDI spectra as proposed by Eilers
[68] is an approach that considers the asymmetry caused by peaks in fitting a smooth
baseline to the observed data in a least squares sense. The level of asymmetry α and the
smoothness λ of the baseline are controlled by user-defined parameters. For instance,
a high value for α corresponds to a high penalty for the difference between peaks and
the baseline. (4) Spline fitting fits a monotonously decreasing spline to an observed
spectrum to estimate its baseline [59]. This method proved to be rather insensitive to
its only parameter, the number of knots κ. In all cases, after baseline correction all
negative intensities were considered noise and set to zero.

Many more baseline correction methods have been proposed in the literature (e.g.,
[227, 140, 52]) that cannot be considered here. For instance, Williams et al. [227] suggest
to estimate the baseline by fitting an exponential function to an observed spectrum. To
decrease the influence of peaks that may bias the estimated baseline toward higher
intensities, they first subsample the spectrum in such a way that regions with less peaks
are more densely sampled. The exponential is then fitted to the reduced set of points.
However, in our experiments on example data from the HER2 study the estimated
baselines still largely exceeded the observed spectra and we encountered instabilities
when fitting the exponentials to some of our data. We thus decided to exclude this
method from our comparison.

5.2.3. Normalization

Arguably, the most popular normalization method is to (2) divide each spectrum by its
total ion count (TIC). Alternatively, we normalized each spectrum with the (3) global
mean standard deviation method (mean-sd), which previously provided good results

2A similar effect can be observed for the sliding median approach, see figure 2.5c.
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[146]. In this method, the spectrum-wise mean is subtracted from each channel and
the result is divided by the standard deviation of the spectrum. Both approaches were
compared to the default, that is (1) no normalization.

5.2.4. Peak Picking

The MALDI MSI data analyzed in this study is not isotope-resolved and the (spectral)
bin sizes increase from 1.2 Da (low mass range) up to 3.6 Da (high mass range). Thus,
advanced peak pickers like NITPICK [173] or THRASH [102] could not be applied, and
peak picking was based on local maximum detection instead. Visual inspection suggested
that severe peak shifts only occur between datasets but not within individual datasets3.
To extract peaks, we first baseline corrected and normalized all spectra within a dataset
Si individually. Using a Savitzky-Golay filter [184] (4-degree polynomial, window size
of 10, 3 cycles) we then calculated a smoothed version of the mean spectrum over all
acquired spectra in Si [152]. Next, local maxima Mj of the smoothed mean spectrum
were identified from which the algorithm descended to the left and right until it hit
the two neighboring local minima mj,1 and mj,2. Mj was added to the peak list Pi of
dataset Si if and only if the maximum height distance of Mj to its two neighboring
minima exceeded a given threshold Ti. We then either used (1) intensities or (2) areas
under peaks (that is the integral from mj,1 to mj,2 over the measured spectrum), to
obtain the intensities corresponding to the selected peak positions.

5.2.5. Spectral Alignment

Spectral alignment was necessary since peak shifts between datasets were observed. Our
alignment method consisted of two steps: First, we identified the position of the highest
peak in the peak lists of all datasets (that happened to be the matrix peak, which
is present in all spectra) and performed a linear shift alignment to ensure that the
base peak lies at the same m/z -value in each spectrum. We then applied hierarchical
clustering [212, 96] to the unified peak list P̃ = {P1, . . . , PN} using the complete linkage
scheme: First, a matrix of m/z distances between peaks was constructed. Then, the
algorithm iteratively merged those peaks (or peak clusters) that after merging had the
smallest maximum within cluster distance between elements4. To prevent merging of
very distant peaks, the iterations were stopped as soon as a predefined distance threshold
was exceeded. We used an adaptive threshold D that was defined in parts per million
(ppm) to account for the fact that the mass accuracy of the data decreases with increasing
mass over charge. Note that in its natural form, the dimension of the distance matrix

3Theoretically, small shifts up to 300 ppm (parts per million) may occur in a single set (according to
the instrument manufacturer).

4Note that in the alignment step peaks from different datasets as well as peaks that are close and stem
from the same dataset may be clustered.
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equals the number of peaks in P̃ squared. Constructing such a matrix in memory is
usually not possible. Instead, we propose to employ a sparse distance matrix that only
contains information on peak pairs which are closer than D ppm.

After clustering of the peaks in P̃ , a master peak list was estimated that contained the
centers of mass for all peak groups/clusters. We discarded peak groups that occurred
in less than a user-defined fraction of datasets to remove random noise peaks. This
occurrence cutoff value has to be chosen carefully to avoid the loss of relevant peaks.

5.2.6. Classification

In contrast to support vector machines (SVMs) [188], random forests [25] (cf. section
4.2.1) are rather robust with respect to the choice of their hyperparameters and require
only few parameter tuning. Thus, we restricted the following systematic analysis of
preprocessing methods to the random forest classifier. We note, however, that in addi-
tional experiments, the SVM classifier performed approximately equally well, given that
a suitable feature selection was used (see also table 5.4)5.

5.3. Experiments

5.3.1. Data

The analyzed tissue stems from primary breast cancer patients with invasive ductal
carcinoma. After resection, samples were snap-frozen and stored in liquid nitrogen.
Prior to MALDI MSI analysis, the samples were cryo-sectioned, mounted on indium-tin-
oxide coated glass slides, washed in 70% and 100% ethanol, dried under vacuum, and
matrix-covered [171]. Data was acquired with a Bruker Ultraflex III MALDI-TOF/TOF
in linear mode with a mass range of 2,400–25,000 Da. The lateral resolution was set
to 200µm. In total, 30 datasets from 30 different patients were acquired (known as the
“discovery set” in [171]). All tumorous samples from a single dataset share the HER2
status: 12 datasets feature cancer tissue with a negative and 14 with a positive status.
4 datasets contain no cancer regions but only connective tissue6. The HER2 status was
assessed using immunohistochemistry (IHC) and in situ hybridization (FISH) [230] (see
[171] for details). 15 of the 26 sets featuring cancer also contain connective tissue. At the
same time, the individual sets show different levels of progesterone (PR) and estrogen
(ER) expression [171]. An overview over all sets is given in table 5.1.

5Empirically, we observed that the random forest classifier merely improved with feature selection. In
contrast, performance of the SVM was highly dependent on adequate feature selection. Filtering of
irrelevant features led to significant performance boosts.

6The HER2-positive or -negative samples from these sets [171] were removed in our study since their
labels were less reliable than those of the other samples (personal communication).
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HER2 number of labels HER2 number of labels
Set ID status HER2- HER2+ CT Set ID status HER2- HER2+ CT

1 - 100 0 0 16 - 594 0 0

2 + 0 30 0 17 + 0 69 11

3 + 0 27 12 18 + 0 111 126

4 + 0 244 0 19 + 0 506 89

5 + 0 84 45 20 - 425 0 21

6 - 23 0 0 21 - 351 0 0

7 + 0 458 28 22 + 0 161 11

8 + 0 198 0 23 + 0 15 10

9 N/A 0 0 151 24 - 163 0 24

10 - 257 0 53 25 + 0 324 21

11 - 138 0 0 26 + 0 198 14

12 N/A 0 0 106 27 N/A 0 0 5

13 + 0 65 5 28 - 219 0 96

14 - 119 0 0 29 N/A 0 0 33

15 - 45 0 0 30 - 51 0 0

Table 5.1.: Number of available samples for the different datasets (1–30) and classes
(HER2-, HER2+, connective tissue).

5.3.2. Experiment 1: Comparison of Different Pipelines

In the first experiment, we identified which combinations of preprocessing methods yield
the best results. Since no ground truth for evaluating the individual preprocessing steps
was available, performance was evaluated by comparing the classification accuracies
obtained for different preprocessing pipelines using a random forest classifier with 400
trees and 6,000 class-balanced samples (cf. chapter 4).

Evaluation Criteria. We chose the F1 score as a unified measure that integrates the
popular metrics precision and recall into a single number. Recall (also termed sensitivity)
is defined as rec = TP

TP+FN where TP is the number of true positives and FN is the
number of false negatives. Precision (also positive predictive value) gives the ratio of
samples correctly classified as c1 among all samples classified as c1 and prec = TP

TP+FP
where FP is the number of false positives (see also section 4.3.3). The F1-score F is
the harmonic mean of these measures:

F = 2
prec · rec
prec+ rec

. (5.1)

Each dataset exclusively contains tumor tissue with a positive or negative HER2 sta-
tus where some sets additionally contain connective tissue. For each combination of
methods, that is for each pipeline, we performed 100 repeats of a leave-(3 + 3)-out cross
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validation. Therefore, in each repeat we randomly selected 3 datasets with positive and 3
datasets with negative HER2 status as test sets, and trained the classifier on all remain-
ing sets. The random generator was seeded to ensure that all combinations/pipelines
were compared on exactly the same partition. The performance of a pipeline was mea-
sured by classifying all pixels in the test sets. The obtained results were averaged over
all repeats. Note that since not all datasets feature the same number of labeled samples,
some sets have higher influence on the averaged results than others.

We furthermore calculated an estimate DS for the dataset-wise classification rate. A
dataset was considered HER2 positive if the majority of the cancer pixels was classified
as positive and negative otherwise. DS was estimated as the fraction of datasets that
were classified correctly.

Selected Methods and their Parameterizations. The evaluated preprocessing
pipelines consisted of four consecutive steps. To make the comparison feasible, we had to
restrict to a limited number of parameterizations of the selected algorithms. We used a
total of sixteen baseline correction strategies (none, top-hat filter with window half-width
w {50, 100, 250, 500, 1, 000} bins, spline-approach with k = 5 knots, method by Eilers
with (all combinations of) smoothness parameter λ =

{
107, 108, 109

}
and asymmetry

parameter α = {0.001, 0.01, 0.1}), three normalization schemes (none, TIC, mean-sd),
two peak picking strategies (intensities, areas) where we set the threshold such that the
250 highest peaks in each dataset were picked, and four alignment parameterizations for
the hierarchical clustering (500, 1,000, 2,000, 4,000 ppm), and combined them with a
random forest classifier (parameterization see above). In total, 384 different pipelines
were compared.

5.3.3. Experiment 2: Results on Individual Datasets

Whereas the first experiment was performed to get global performance estimates for each
pipeline, the second experiment investigated the classification rates that were obtained
on the individual datasets. We were especially interested which datasets were classified
well and which were classified poorly. For this experiment, we selected one of the best
performing pipelines from the first experiment (Eilers’ baseline correction with λ = 109

and α = 0.01, TIC normalization, areas under peaks peak picking and an alignment
window of 4,000 ppm; see table 5.2) and inspected the average confusion matrices of the
30 sets that were obtained in the first experiment.

5.4. Results and Discussion

5.4.1. Experiment 1: Comparison of Different Pipelines

The best performing pipelines resulted in mean recall values of around 82–85% and
precision values of 80–82%, yielding F1 scores between 81 and 83% (all values averaged
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methods recall precision ∅

bl norm a/i align - + CT - + CT DS rec prec F1

15 TIC int 4,000 85.6 91.9 76.9 95.3 87.4 62.3 82.2 84.8 81.7 83.2

16 TIC int 4,000 86.1 90.1 76.4 92.4 87.4 64.9 79.8 84.2 81.6 82.8

14 TIC int 4,000 84.7 89.8 78.7 93.2 86.2 64.1 80.3 84.4 81.2 82.8

7 TIC int 2,000 88.9 86.5 74.1 89.3 89.7 62.9 79.3 83.2 80.7 81.9

9 TIC int 4,000 80.9 90.4 78.3 93.9 82.7 64.0 78.5 83.2 80.2 81.7

16 TIC ar 4,000 84.3 91.7 71.6 91.8 86.8 63.8 81.2 82.5 80.8 81.7

15 TIC ar 4,000 90.1 92.0 63.7 92.7 90.5 60.5 86.5 81.9 81.2 81.6

13 TIC ar 4,000 84.4 89.0 74.2 89.8 86.4 65.1 81.5 82.5 80.4 81.5

13 TIC int 4,000 83.4 87.8 77.8 90.2 85.3 64.4 78.3 83.0 79.9 81.5

4 TIC int 4,000 81.9 90.4 76.2 93.5 83.7 62.6 77.2 82.8 79.9 81.4

Table 5.2.: Class-wise and averaged precision (prec), recall (rec) and F1-score values for
the best 10 combinations of methods (that is pipelines) with respect to their F1-score.
In our experiments, the best pipelines relied on TIC normalization and rather large
windows for alignment, achieving precision, recall and F1 scores of 80–85%. The first
four columns of the table encode the selected methods: Baseline correction (bl): 1 none,
2–6 Top-hat (w = 50|100|250|500|1, 000), 7 Spline (κ = 5), 8–16 Eilers (λ = 107 with
p = 0.001|0.01|0.1, λ = 108 with p = 0.001|0.01|0.1, λ = 109 with p = 0.001|0.01|0.1);
normalization (norm) by total ion count (TIC) or mean standard deviation (mean-sd);
peak-picking (a/i) using intensities (int) or areas under peaks (ar), and spectral align-
ment (align) with different window sizes given in parts per million (ppm). The last ten
columns report the classification accuracies that were obtained with a random forest
classifier (averaged over 100 repeats) where + and - are short for HER2+ and HER2-,
and DS is the dataset wise classification rate. Note that the differences of the best 10
methods regarding their F1-score are not significant at the p = 0.05 level.

over the three classes, see table 5.2), and dataset-wise classification accuracies of around
84% were achieved. Thus, the case-wise classification rates were approximately 5% lower
than the ones reported by Rauser et al. [171]. Before we discuss this performance loss in
detail (see section 5.4.3), we focus on other aspects: First of all, we note that the choice
of the preprocessing pipeline highly affected the classification performance on both the
pixel and casewise level (cf. figure 5.2). In extreme cases, differences of up to 30% in
precision, recall and F1-score were observed (cf. figure 5.2 top). Even if only pipelines
that performed both baseline correction and normalization were considered, differences
were as high as 15–20%. Often, even small changes in the parameterization of a method
highly affected the classifier’s performance. To further illustrate this, we now discuss a
selection of twelve of the 384 pipelines (cf. table 5.3). In the following, whenever we use
the term “significant”, we refer to a significance level of p = 0.05.

81



5. Differential Diagnostics of Breast Cancer using MALDI MSI

pipeline baseline correction norm a/i align rec prec F1

1 Eilers(λ = 109, α = 0.01) TIC int 4,000 84.8 81.7 83.2
2 Top − hat(w = 50) mean-sd int 500 71.5 71.2 71.4

3 Eilers (λ = 107, α = 0.01) mean-sd int 2,000 79.6 75.6 77.5
4 Eilers (λ = 107, α = 0.1) mean-sd int 2,000 76.0 72.6 74.3
5 Eilers (λ = 108, α = 0.1) mean-sd int 2,000 79.4 76.3 77.8

6 Top-hat (w = 1, 000) mean-sd int 4,000 78.6 76.7 77.6
7 Top-hat (w = 1, 000) TIC int 4,000 81.1 79.0 80
8 Top-hat (w = 1, 000) none int 4,000 69.7 71.1 70.4

9 Top − hat(w = 500) mean-sd areas 2,000 79.7 77.5 78.6
10 Top − hat(w = 500) TIC areas 2,000 75.3 75.6 75.5
11 Spline(κ = 5) mean-sd areas 2,000 77.7 74.8 76.2
12 Spline(κ = 5) TIC areas 2,000 80.4 78.9 79.6

Table 5.3.: A selection of 12 of the 384 analyzed preprocessing pipelines divided into four
groups. Our experiments show that changing individual preprocessing steps (changes
are highlighted in bold) can have a significant impact on the quality of the result (the
best results are marked in bold). For instance, given pipeline 3, increasing parameter
α leads to a significant performance decrease (pipeline 4). Refer to the text for further
interpretations and to table 5.2 for definitions of the abbreviations.

Pipelines 1 and 2. Although both preprocessing pipelines seem to consist of a
reasonable combination of methods, significant differences in classification accuracy can
be observed, and pipeline 1 outperforms pipeline 2 by more than 10 percent in precision
and recall.

Pipelines 3 to 5. Pipelines 3 to 5 only differ in the parameterization of the baseline
correction approach. Recall that Eiler’s method features two parameters that control
the level of smoothness of the baseline (λ) and the asymmetry in the least squares fit
(α) where the latter is used to weight the influence of the peaks. Whereas pipeline
3 yields comparably high precision and recall, pipeline 4 results in significantly lower
values. Increasing α corresponds to shifting the baseline to a higher level which in this
case might lead to some feature loss where peak intensities are low. Increasing the
smoothness parameter λ seems to attenuate this effect, such that precision and recall
rise again (pipeline 5)7.

Pipelines 6 to 8. Pipelines 6 to 8 are identical except for the normalization methods
employed. Here, TIC normalization significantly outperforms mean-sd normalization,
which itself yields significantly better results than if no normalization is used.

Pipeline 9 to 12. However, although TIC normalization mostly outperformed mean-
sd in our experiments, we also observed counter examples: Pipelines 9 to 12 demonstrate

7We note that the performance difference of pipelines 3 and 5 is not significant.
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Figure 5.2.: Histograms of the performance distributions for the preprocessing pipelines
that were compared in this study: The top row holds the histograms corresponding to
the performances of all 384 pipelines. In the histograms in the bottom row pipelines
that perform no baseline correction or normalization are ignored. We conclude that the
classification result highly depends on the selection of the preprocessing algorithms.

how the selection of the baseline correction algorithm and the normalization scheme may
interact. In this example, the spline baseline correction methods works significantly
better if it is combined with TIC normalization than if it is combined with mean-sd.
The opposite holds, if we use the top-hat baseline correction with parameter w = 500
(note that all other preprocessing steps were fixed). Slight changes to the individual
preprocessing steps can again invert this behavior (see pipelines 6-8).

Obviously, one has to act with caution when generalizing these results to other MALDI
MSI data. Nevertheless, some general trends became apparent in our experiments:
The best performing pipelines often relied on methods that produced rather smooth
baselines, used TIC normalization, employed peak picking using intensities, and relied
on rather large ppm windows for aligning peaks. Our study further shows that the
overall classification result can be extremely sensitive to the choice, combination and
parameterization of the preprocessing methods. Selecting the “wrong” parameters or
combination of methods can easily lead to a performance loss of 10% or more. This
might have fatal consequences if the technique was applied in a clinical setting. Thus,
we argue that simply using a popular standard combination of methods, e.g., top-hat
filtering and TIC normalization (pipeline 10), is insufficient since it does not guarantee
the best possible result. Instead, different pipelines should be evaluated in each study.
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Figure 5.3.: The figure shows the casewise results that were obtained for the 30 datasets.
The coloring (green, yellow, red) can be seen as a rough indicator for the performance
level ranging from green (good performance) over yellow to red (bad performance).
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5.4.2. Experiment 2: Results on Individual Datasets

Figure 5.3 reveals that the classification accuracies largely vary between the different
datasets. Whereas the datasets of two thirds of all patients were classified well (indi-
cated in green), problems were observed for nine sets (marked yellow and red). Most
misclassifications were due to confusions of connective tissue and tumor (e.g. for dataset
20), although one should expect that discriminating tumor from healthy tissue is simpler
than discriminating different tumor types. However, since most of the connective tissue
training samples stem from regions that are close to tumor areas, the tissue might have
already undergone molecular changes. Re-inspection of the stained image corresponding
to dataset 20 revealed that some of the areas labeled as connective tissue indeed did not
contain pure connective tissue, but were rather close to tumor stroma. Similar observa-
tions were made for dataset 25. Thus, some confusion of connective tissue with tumor
tissue can be explained, especially since wrong labels in one set may also influence the
classification of other sets.

On the other hand, we cannot explain the confusions of connective tissue and cancer
pixels in datasets 10, 25 and 26. Moreover, for unknown reasons three datasets (5, 6,
15) were classified wrongly regarding their HER2 status.

5.4.3. Challenges that Might Prevent Higher Classification Rates

In our experiments, classification rates of 80–85% were obtained. On the one hand, this
shows that MALDI MSI can indeed be used to discriminate HER2 positive from HER2
negative tumor and connective tissue on a pixel level. On the other hand, this means
that the classifier is wrong in considerably many cases. Since the correct determination
of the HER2 status is decisive for the further course of the treatment of the patient, this
is not satisfactory and higher classification rates are required. The rest of this chapter
discusses properties of the data that we believe currently prevent higher classification
rates. We focus on two aspects: 1) potential difficulties shared by our study (working on
the pixel level) and the Rauser study (using mean spectra) and 2) additional problems
that only arise in our study and that might explain the performance loss of around 5%
in casewise classification.

The Data is Characterized by High Technical and Biological Variability.
In contrast to the SIMS data that was used in our previous study (cf. chapter 4), the
MALDI data used in this chapter and by Rauser et al. [171] features a significantly lower
signal to noise ratio and much stronger baseline effects. In addition, the tissue stems from
different patients such that both the technical and biological variability is significantly
higher. We note that it is sometimes difficult to distinguish between these two types
of variability. When observing differences between spectra that have been assigned to
the same class, it is not obvious if the differences arise from instabilities in the data
acquisition process or if the differences can be explained by different biological content
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Figure 5.4.: Left: Mean spectra over all available cancer samples for the HER2 negative
and positive classes around 8,500 Da (see also [171]). The pattern of two low peaks
followed by a very high peak seems to be characteristic for the negative class. However,
e.g., the mean spectrum of dataset 8 (labeled as HER2 positive) also features this pattern.
Right: Three different HER2 positive spectra that were taken from the same dataset
(case 5), where the upper two spectra even stem from pixels that belong to the same
tumor region. We observe that even the within dataset (and within tumor) variance is
very high–e.g., for the peak at 8,404 Da.

which is simply not reflected in the labels (and maybe not even in the histochemical
stain). Generally, we note that, independent from their nature, these variabilities may
be very large. In the following analysis, we mainly focus on the 8,400–8,600 Da area,
which was previously shown to contain discriminative peaks [171].

We first focus on the variability that is even manifested on the level of the mean spectra
and that also affected the analysis in the Rauser study: In figure 5.4 (left, see also [171])
the overall mean spectra for the two cancer classes are plotted. They seem to express
characteristic patterns for the two classes in the 8,400–8,600 Da mass range. However,
although most of the mean spectra indeed follow these patterns, we also observed outliers
that feature inverted patterns (such as dataset 8). Consequently, discriminating between
the two cancer types is very difficult, especially since the training set comprises only few
datasets. Indeed, our classification procedure manages to correctly classify set 8 (cf.
figure 5.3), but this may be just because other datasets in the training set also feature
such “inverted” patterns. In figure 5.5 the mean spectra over HER2 negative tumor
regions of two representative datasets (6 and 28) are shown over their full mass range.
Whereas it is difficult to identify peaks in the left spectrum, the right spectrum comprises
many clearly distinguishable peaks, and is characterized by a significantly higher signal
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Figure 5.5.: The figure shows the mean raw spectra over HER2 negative cancer areas
from different datasets. Note that the left mean spectrum (case 6) is an average over 23
spectra, and the right one (case 28) is an average over 219 spectra. As a consequence,
the signal to noise ratio of the left spectrum is significantly lower and only few peaks can
be identified. The 8,400–8,600 area that was previously shown to contain discriminative
peaks [171] is very prominent in the left spectrum but is overshadowed by many other
peaks in the right spectrum.

to noise ratio8. Large differences in the relative peak heights can be observed, for instance
for the 8,400–8,600 Da mass range, which is very prominent in the left mean spectrum
but is overshadowed by several higher peaks in the right spectrum. We thus note that the
within class variability can be high, at least if the spectra stem from different datasets.
This could arise from instabilities of the instrument, or may have biological reasons
(recall that the individual sets not only differ in their HER2 status but, e.g., also feature
different levels of estrogen and progesterone expression).

Although the high variability described above certainly complicates the analysis, both,
Rauser’s and our HER2 study had to face the same challenges such that these effects do
not explain the relative performance loss of approximately 5% in casewise classification
accuracy in our study. However, the variabilities on the mean spectra level just seem to
be a consequence of the even higher variability that can be observed on the pixel level
and only affects our study. For instance, we noted large differences between equivalently
labeled spectra taken from the same dataset and even from the same tumor region
within a set (cf. figure 5.4 for examples regarding dataset 5): Whereas some spectra
of the tumor feature high peaks between 8,400 and 8,600 Da, others show only noise
in the respective mass range. It is thus not surprising that we indeed observed several
misclassified pixels for dataset 5 (cf. figure 5.3). By averaging over tissue areas like done
by Rauser et al., some of this variability may be removed. This behavior is desired in

8Note that the individual datasets contain highly different numbers of tumor samples.

87



5. Differential Diagnostics of Breast Cancer using MALDI MSI

case of technical variability but might also camouflage biological variability that might
be interesting in itself. As a consequence of the large variabilities between individual
samples, high signal to noise ratios were only obtained if many spectra were averaged
(cf. figure 5.5).

The Mean Spectra of the Rauser Study are “Good-Natured”. The mean
spectra that were analyzed in Rauser’s study [171] were obtained by randomly sampling
spectra from tumor regions, processing them with ClinProTools 2.2, and averaging over
the tumor spectra of each dataset (personal communication and [171]). Comparing the
resulting mean spectra with the mean spectra that were obtained after applying our
preprocessing pipelines revealed significant differences for some datasets. Figure 5.6

shows the mean spectrum over all (HER2 positive) cancer samples of dataset 5 in the
mass range between 8,400 and 8,600 Da. The mean spectrum of the raw data shows
two peaks at around 8,400 and 8,570 Da where the second one is higher than the first
one. The same pattern appears in the peak picked mean spectrum obtained with our
preprocessing method (middle left). In contrast, the mean spectrum taken from the
Rauser study shows an inverted pattern (middle right). The first peak is significantly
higher than the second one, which is rather the characteristic of the HER2 negative
samples than of the positive ones (cf. figure 5.4). Interestingly, dataset 5 is among
the wrongly classified sets in our study (cf. figure 5.3) while it did not cause problems
in Rauser’s study. Since one dataset affects the dataset-wise classification accuracy by
about 4%, this might explain a large fraction of the performance loss of 5%.

To further analyze this effect, we conducted the following experiment: We used Clin-
ProTools 2.2 to preprocess all datasets a second time (with exactly the same settings),
but this time using all labeled samples instead of randomly selected ones. We then av-
eraged all cancer spectra of each dataset to get “new” mean spectra and compared the
classification performance obtained with the new mean spectra with the performance
obtained using the “old” mean spectra taken from Rauser’s study9. Therefore, we used
the same feature selection approach as Rauser et al., employed both a random forest
classifier and an SVM (using the same parameters as in [171]), and estimated the clas-
sifiers’ performance using ten times ten folds cross validations. Table 5.4 shows that
the new mean spectra indeed yield significantly lower performance rates. While we were
able to reconstruct the results from the Rauser study using the old mean spectra10, the
performance with the new mean spectra dropped by more than 5% in accuracy, that is
to approximately the performance level that was obtained in our experiments described
above (with the notable difference that we used a pixel-based classification!).

The performance difference on the new and old mean spectra is obvious. However, as
shown in figure 5.6 it is at least worthy of discussion which mean spectra are actually

9Note that both of these sets were preprocessed with ClinProTools.
10The small differences arise since Rauser et al. used 30 sets whereas in our study 4 sets did not contain

samples labeled as tumor and were left out.

88



5.4. Results and Discussion

mean SVM random forest
spectra criterion without w/ feature selection without w/ feature selection

old recall 70.7 88.6 85.8 91.8
precision 66.0 84.9 90.7 87.9

new recall 67.9 83.6 77.7 80.4
precision 62.5 76.5 92.1 90.7

Table 5.4.: Comparison of the classification rates obtained on the mean spectra of the
Rauser study (“old” mean spectra) and the mean spectra that were obtained by prepro-
cessing the data with ClinProTools for a second time, but this time using all samples
(“new” mean spectra, see text for details). Clearly, the classification performance is
better on the old mean spectra.

more correct/closer to the truth. The new mean spectrum of dataset 5 (cf. figure 5.6,
right) is very close to the one that was obtained with our preprocessing pipeline and the
raw data. This indicates that rather the old mean spectrum than our mean spectrum
constitutes an outlier. Potentially, some of the differences between the old and new
mean spectra can be explained by the fact that Rauser et al. used a random sampling
scheme for determining the mean spectra. Since the tumor samples from dataset 5 (and
also other sets) are rather heterogeneous (see above), a bias can be introduced if the
number of random samples is set too low. In that sense, the old mean spectra might
just be “good-natured”. We note, however, that this question could not ultimately be
answered.

The Size of the Training Set is Too Small. Obviously, classifiers can only
generalize well to newly presented data if the real-world variability is adequately repre-
sented in the training set. As shown above, the biological and/or technical variability
in our study is very high. Thus, our training set, which only contains samples from
12 respectively 14 sets representing the two tumor classes, might not be large enough.
Indeed, figure 5.7 shows that the learning curve of the classifier is still positive if (3+3)
sets are left out for testing (see experiments)11. Thus, the classifier might indeed benefit
from more training data from additional patients.

The Three-class Problem is More Difficult. Whereas Rauser et al. restricted
their analysis to a binary classification problem, we worked with a three class problem
where–in addition to the two types of breast cancer tissue with positive and negative
HER2 status–we also considered connective tissue. Obviously, this task is more de-
manding of the classifier, especially if the connective tissue samples might already have
undergone molecular changes such that the differences of healthy and diseased tissue are
less pronounced.

11Note that whereas we always left out 6 datasets for testing, Rauser et al. used a ten folds cross
validation where each fold contained 3 sets for testing.
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Figure 5.6.: The mean raw cancer spectrum of dataset 5 (left) shows two peaks at around
8,400 and 8,570 Da where the second one is higher than the first one. Whereas we observe
a similar pattern in the peak picked mean spectrum obtained with our preprocessing
methods (middle left), the mean spectrum taken from the Rauser study (which used a
randomly sampled subset of all labeled samples to estimate the mean spectrum) shows
an inverted pattern (middle right). A second analysis with ClinProTools using all labeled
spectra in the set yielded a mean spectrum that was very similar to the one obtained by
our preprocessing algorithms (right).
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5.5. Conclusion

Figure 5.7.: In this experiment, we used the best-performing pipeline (see table 5.2)
where we left out different numbers of positive and negative sets in the training of
the classifier (7+7 up to 3+3). All experiments were repeated 500 times. We observe
that the mean recall (blue), precision (green) and dataset-wise classification accuracies
(black) increase if more datasets are used in the training (and thus, more variability
is included in the training set). This suggests that the classifier might benefit from
additional datasets.

Altered Data Pool Complicates Comparisons. A further difference between the
two studies is that Rauser et al. used four additional datasets featuring tumor samples
(sets 9, 12, 27, 29). The corresponding labels were removed for our study since the
assessment of the HER2 status was less reliable than for the other 26 cases. Note
that this removal of datasets can have a positive or negative effect on the classification
accuracies. On the one hand, we discard less reliable labels, but on the other hand, we
remove variability from the training set.

5.5. Conclusion

Our study suggests that the selection of methods used for preprocessing MALDI MSI
spectra strongly influences the obtainable classification performance. Differences of up
to 30% in precision and recall were observed when different (optimal and suboptimal)
preprocessing pipelines were used. Nevertheless, many studies only briefly (if at all)
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touch this topic. We thus hope to have raised awareness to this problem.
On the MALDI MSI data from our HER2 study, the best pipelines yielded pixel-wise

classification rates of up to 80–85%. Although these results are promising and in line
with the findings in the previous chapter, we think that higher rates would be possible
by getting a grip on the high variability that was even observed between samples from
the same tumor.

In case that this variability has technical reasons, more reliable instruments or sam-
ple preparation protocols might be needed to increase classification accuracies. As a
temporary solution, the spatial resolution of the data may indeed have to be decreased
to increase its signal to noise ratio [171] and to allow for the training of more robust
classifiers. As an alternative, the analysis of the individual datasets should be repeated,
since in mass spectrometry “significant variations in the data are usually evident, even
for the same sample run on the same instrument on the same day” [65]. This, however,
would prolong data acquisition times.

In case that the variability is of biological nature, the following aspects should be
considered: Classifiers can only generalize well to newly acquired data if the real-world
variability is adequately represented in the training set. If the within-class variability is
high, large training sets (in our case ≫ 26) might be needed to obtain robust classifiers.
The learning curve is a good indicator if additional data might be beneficial. Secondly,
it may be worth to reinspect the labels in the training set. Obviously, labeling errors
should be avoided. They can, e.g., occur if the training is performed on individual pixels
but the labels were assigned to large and potentially heterogeneous regions. It might
also be worth to refine the label classes, e.g. by introducing additional tissue subclasses,
to reduce the within-class variability and obtain higher performance levels. However, in
this case, an even larger number of training sets might be required.
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Chapter 6

Active Learning for Efficient

Labeling and Classification of

Mass Spectrometry Images

In the previous chapters, we have demonstrated that the random forest classifier is well
suited for automated annotation of MSI data. However, the genetic variabilities between
patients can be significant [148], and we have seen that at least some of these variabilities
are also reflected in the MSI spectra. As a consequence, training of universal classifiers
that generalize well to newly acquired MSI data is difficult, especially if only few training
sets are available. In such scenarios, more robust and reliable results may be obtained
by training the classifier anew for each newly acquired MSI set. This would at the same
time account for fluctuations in sample preparation and/or instrument settings. How-
ever, labeling training data is both costly and time-consuming. It is thus desirable to
reduce the number of required labels (i.e., labeling time for the expert) without com-
promising on classification accuracy. This motivates the application of semi-supervised
learning techniques (SSL) [238, 40], active learning (AL) strategies (see Settles [196] for
a comprehensive review) or hybrid approaches [168].

In the following chapter we build on work by Röder et al. [178, 177, 176] and propose a
novel multi-class active learning strategy for the random forest classifier [25]1. We show
on real world MSI data, that our approach results in high classification accuracies after
only a few learning steps and is thus suitable for efficient annotation of MSI datasets.
We further demonstrate that, given the same number of labels, our querying strategy
outperforms traditional passive learning by a large margin.

1Here we use the standard random forest classifier [25] but note that an online version [182, 76] or
even a different classifier could be used instead [177].
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6.1. Introduction

Brush tools as known from graphics editing programs like Adobe Photoshop or GiMP
allow for efficient and fast annotation of large MSI training datasets. However, their
application is inept if the analyzed tissue samples are highly heterogeneous as it is the
case in many current MSI studies [32, 223]. Pixel-wise labeling, in contrast, is more
accurate but typically requires significantly more labeling time.

In active learning, the algorithm iteratively queries the user to label the pixel posi-
tions where additional knowledge may be most beneficial for improving the classifier’s
performance. By labeling the samples in a smart order, a high performance level can
often be obtained with only few training points. Although active learning methods have
shown excellent performance in many fields of research such as speech recognition [175],
image classification [112] or remote sensing [215], only very few researchers have ap-
plied them to mass spectrometry data. Zomer et al. [239] proposed an active learning
algorithm for kernel-free support vector machines (SVM) for binary classification prob-
lems. To our knowledge, only Schleif et al. [186, 187] considered multi-class problems,
which frequently occur in practical applications. Their multi-class method is adapted
from margin based active learning strategies for generalized relevance learning vector
quantization (GRLVQ). However, they use the term active learning with a different
connotation than we do. While we aim at minimizing the number of labels that are
requested from the expert, their active strategies rather optimize computation time, and
usually all available points are used at least once when training the classifier (personal
communication). We are not aware of any study that considers MSI datasets.

6.2. Materials and Methods

6.2.1. Active Learning

Active learning is motivated by the observation that often a classifier can benefit more
from few but informative training examples than from large amounts of possibly non-
informative examples. Typically, approaches are turn-based (i.e., iterative) and “guide”
the labeler in the sense that the algorithm chooses the data from which it learns [196].
In each learning round, the algorithm requests a label for the sample for which a defined
criterion is optimal. A powerful active learning strategy should select samples for labeling
according to two principles:

• Principle 1: Labels should be provided for points that “matter”. That is, we don’t
want to label unlikely samples unless their misclassification would cause significant
harm. Sample importance should therefore depend on the sample’s likelihood (as
measured by the probability density in feature space) and the associated misclas-
sification loss.
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• Principle 2: New labels should have a reasonable chance to change the classifier’s
mind. That is, we don’t want to label points in regions where the classifier is
already very certain. Sample importance should therefore be controlled by an
estimate of the likelihood that the output of the classifier might change.

Considering a sample’s likelihood and/or its misclassification loss (cf. principle 1) is the
core of many sampling strategies like uncertainty sampling or random sampling, but
its impact on training the classifier is less frequently modeled (cf. principle 2). For
instance, random sampling, the standard sampling strategy, does not meet all of these
requirements because, implicitly, it only depends on the probability density of unlabeled
samples.

In the following, let S = {(x1, y1), . . . , (xN , yN )} be the set of available M -dimensional
training samples, that is mass spectra xk ∈ R

M with M channels and corresponding class
labels yk ∈ {1, . . . , D} (cf. section 4.2.1).

6.2.2. Novel Active Learning Strategy

Outline. Recently, Röder et al. proposed a novel active learning strategy [177] for
binary classification problems. The rest of this section follows the presentation in [177]
and generalizes their method for the classification of data with an arbitrary number of
classes (i.e., for the multi-class case).

In short, in each learning step, the next point to be labeled is determined by calculating
the training utility value (TUV) of each pixel. This measure quantifies the benefit for
the classifier of requesting an additional label for spectrum/pixel x. Such a criterion is
at the heart of almost all active learning strategies, however, many different variants are
possible. In our case, the TUV is defined such that it conforms to principles 1 and 2
and fulfills the following properties: 1) points in areas of high density in feature space
are preferred, that is points with spectra that are highly similar to many others; 2)
points with posterior class probability estimates that are close to the decision boundary
are preferred, that is points where the classifier is unsure; and 3) points with spectra
that are similar to other spectra which have already been labeled are selected with less
probability, since the information gain for those are expected to be low. In each round,
the algorithm requests a label for the sample x that has the maximum TUV value
among all unlabeled points U and is thus supposed to contribute most to improving
the classifier’s performance. After label assignment, the classifier is retrained with the
augmented label set, all unlabeled points are reclassified, and the algorithm continues
with the next learning step. This iterative scheme is continued until either the human
expert is satisfied with the classification result or a predefined stopping criterion is met.
An overview of the method is given in algorithm 1.

Formally, the TUV is the difference between two different estimates given sample x:
the estimated loss associated with the point estimate (termed R̂x) and the estimated
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Algorithm 1 : Overview of our active learning procedure.

query label at point x with the largest density in feature space
for k = 1 to maxIterations do

1. uniformly sample R times from the bounding box enclosing all observations in
feature space and label the obtained samples as “0”
2. combine user-labeled points (D classes) and “0”-samples to train a random forest
classifier with D + 1 classes
3. classify all unlabeled points
4. drop random forest votes for class “0” to obtain D-dimensional vectors αx for all
unlabeled points x with αx(i) = 1+ vx(i), i = 1, . . . , D where vx(i) is the number of
trees that given x vote for class i
5. query label at point x with the highest training utility value (TUV) among all
so far unlabeled points (i.e., maxx∈U TUVx(αx); see equation (6.6))

end for

loss based on the distribution estimate (R̂B
x ). In the following paragraphs, these two

estimates are discussed in more detail.

Minimizing the Overall Expected Loss. Assume, that for all unlabeled points
x ∈ U a density estimate d̂(x) of the unknown real density d(x) is available. In the
multi-class case, the estimated local loss of the classifier that we want to minimize is
given by [177]

E[L] = d(x)

D∑

j=1

∑

i6=j

Lijp(y = i|x)1 {classification(x) = j} . (6.1)

Lij is the loss associated with misclassifying a point of class i as j, and the indicator
function 1 {classification(x) = j} is equal to 1 if the classifier assigns class j and 0 else
(for a given sample x). Further assume that the classifier not only provides us with a
point estimate for the posterior class probabilities but also with a distribution estimate
F̂ := F̂ (p(y = 1|x), . . . , p(y = D|x)) for the posterior class probabilities p(y = i|x), i =
1, . . . , D. This distribution estimate will turn out to be an important ingredient of our
active learning approach.

Estimate Loss for the Point Estimate: R̂x. We freeze the active learning itera-
tions after a specific number of learning steps to obtain a crisp classification. For each
sample x, the random forest classifier yields a vector p(y|x) = (p(y = 1|x); . . . ; p(y = D|x))
of posterior class probability estimates p(y = i|x), i = 1, . . . , D. When interpreted as a
point, it lies on a D-dimensional simplex Ψ (cf. figure 6.1). The larger the maximum
value of p(y|x), the closer it lies to a corner of the simplex and thus, the more unam-
biguous the classification is. Given that all losses Lij , i 6= j are equal (e.g., 0-1 loss that
assigns a loss of 0 for correct classifications and 1 for all misclassifications), we assign
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class i if and only if p̂(y|x) is closest to the i-th corner of the simplex. Thus, we introduce
a threshold point T 0−1 that lies in the center of the simplex and partitions Ψ into D
parts Ψi, i = 1, . . . , D, and we assign class i if and only if p̂(y|x) ∈ Ψi. Working with
differing Lij corresponds to shifting T on the simplex. The i-th component of T is then
calculated from T (i) =

∑
l 6=i

Lli/
∑
i,l

Lil. Given that we always assign the class with the

highest posterior probability, we obtain a plug-in estimate for the local loss at x [177]:

R̂x(αx(1), . . . , αx(D)) = d(x)min
j




∑

i6=j

p(y = i|x)Lij



 . (6.2)

Note that the loss at x is weighted by the density d(x) and the losses Lij that are
associated with the misclassification of x. Thus, a low loss is attributed to outlying
samples unless misclassifying these samples significantly increases the overall loss (cf.
the definition of the local loss in equation (6.1) and principle 1). The density d(x) can
be estimated by a variety of different density estimation schemes (here we use random
forest density estimation [178]), and we estimate the unknown class probability p(y =
i|x), i = 1, . . . , D by the i-th component of the expected value of the distribution estimate
F̂ .

Obtaining Distribution Estimates. Following Röder et al. [177], in each iteration
we enhance the set of currently labeled points by a certain number of samples from an
artificial reference class, where the ratio between the two is defined by the user-defined
resampling parameter R. These additional samples, labeled as class “0”, are uniformly
drawn from the hypercube enclosing all observations in feature space (that is the M -
dimensional bounding box). Thus, in each learning step the random forest is actually
trained with D + 1 classes and then used to classify all unlabeled x ∈ U . In regions of
the feature space with no or only few user-labeled samples, the individual trees of the
forest tend to vote for the reference class “0”, for which one or more examples are likely
to be close. A high fraction of such votes for the reference class indicates a low number
of labeled points from the original training set in the neighborhood of x and thus high
uncertainty of the classifier with respect to the classes that it is actually supposed to
learn.

More formally, let vx(i) be the number of trees that given sample x vote for class i. The
distribution over class votes can be modeled as a multinomial distribution (cf. Appendix
6a). Under the mild assumption of a uniform prior (i.e., all classes are equally likely),
it follows that in the two-class case F̂ (p(y = 2|x)) (and analogously F̂ (p(y = 1|x))) is
described by a Beta distribution B(a, b) with parameters a = 1+vx(2) and b = 1+vx(1)
[177]. In case that many trees vote for the reference class “0” (i.e., vx(0) is high), the
parameters of this Beta distribution will be small, and, as a consequence, the distribution
will be broader, which reflects higher uncertainty. Under similar assumptions, in the
multi-class case F̂ follows the multivariate generalization of the Beta distribution, which
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is the Dirichlet distribution [36] with parameters αx(i) = 1 + vx(i), i = 1, . . . , D (see
Appendix 6a for details). F̃ ∼ Dir if and only if

F̃ (p(y = 1|x), ..., p(y = D|x)|αx(1), ..., αx(D)) =
Γ
(∑D

i=1 αx(i)
)

∏D
i=1 Γ (αx(i))

D∏

i=1

p(y = i|x)αx(i)−1

(6.3)
where Γ is the Gamma function. A closed-form solution for the mean M of this
distribution estimate exists [36], and its components can be calculated from M(i) =
αx(i)/

∑D
k=1 αx(k), i = 1, . . . , D. By using the mean as an estimate for p(y = i|x), i =

1, . . . , D in equation (6.2) we obtain a natural estimate R̂x for the expected loss at x
(in the current active learning step), where

R̂x(αx(1), . . . , αx(D)) = d̂(x)min
j




∑

i6=j

αx(i)Lij∑D
k=1 αx(k)



 . (6.4)

Estimate Loss for the Distribution Estimate: R̂B
x . We conclude from the last

paragraphs that samples from a reference class can be used to get a distribution estimate
F̃ , and that we can derive an estimate R̂x for the loss associated with the point estimate.
While so far we have only used crisp class assignments (see equations (6.2) and (6.4)), we
now assume that we do not stop the active learning iterations, but continue learning. By
doing so, we account for the fact that indeed distributions and not only point estimates
for the posterior class probabilities are available and calculate an estimate for the loss
associated with the distribution estimate. The difference between the loss of the point
estimate and the latter will provide us with an estimate for the possible benefit for
requesting an additional label for sample x, and will allow us to conform to principle
2 that requests that a suitable active sampling strategy prefers samples that have a
reasonable chance to change the classifier.

Let the simplex Ψ be partitioned into D parts Ψj as described above, and define
α̃x,i to be equivalent to αx except that α̃x,i(i) = αx(i) + 1. Let further IΨj

(α̃x,i) be
the multivariate equivalent to an incomplete Beta function [1], which integrates the
distribution estimate F̃ (given by a Dirichlet distribution with parameters α̃x,i) over
part Ψj of the simplex (see figure 6.1 and Appendix 6b for details). With the decision
rule from above an estimate R̂B

x for the loss of the distribution estimate [20] at position
x is obtained:

R̂B
x (αx(1), . . . , αx(D)) = d̂(x)





D∑

j=1

∑

i6=j

αx(i)
∑D

k=1 αx(k)
︸ ︷︷ ︸

term 1

Lij︸︷︷︸
term 2

IΨj
(α̃x,i)︸ ︷︷ ︸

term 3




. (6.5)
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Figure 6.1.: The figure shows a Dirichlet distribution on a 3-dimensional simplex Ψ (blue
indicates low, red indicates high probability). The threshold point T partitions Ψ into
three parts Ψj that define the integration boundaries for IΨj

(see equation (6.5) and
text for details). Its position is determined by the loss function. In case that all losses
Lij , i 6= j are equal (e.g., 0-1 loss), T resides in the center of the simplex.

Essentially, this formula is a generalization of equation (6.4) for distributional estimates
where each point in the simplex is weighted according to the distribution estimate2. An
estimate for term 1 can directly be calculated, term 2 is given, and term 3 can, e.g., be
approximated by Monte Carlo integration [93]. Our MATLAB implementation is based
on Minka’s Fastfit toolbox [150] for sampling from a Dirichlet distribution. The original
code was optimized for sampling from a series of Dirichlet distributions with similar
parameterizations (for details refer to Appendix 6d) to reduce computation time.

Training Utility Value. Combining equations (6.4) and (6.5) yields the training
utility value (TUV) criterion introduced above for selecting the next instance for querying
a label [177]:

TUVx(αx) = R̂x(αx(1), . . . , αx(D)) − R̂B
x (αx(1), . . . , αx(D)). (6.6)

Remember that the first summand R̂x estimates the contribution of x to the risk that
is obtained from the current best estimate (the mean of F̂ ) of the true posterior, and
the second summand R̂B

x estimates the contribution of x to the average risk that can
be achieved when considering the entire distribution of possible posterior probabilities.
Querying for additional labels is most interesting where it does seem possible to obtain a
lower minimal risk than the one obtained with the current best estimate of the posterior,

2In equation (6.4), exactly one point has mass 1 and the rest mass 0. For further intuition see [176].
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which is why we use the difference of the two estimates as criterion. Thus, when selecting
the next query point we always choose the instance for which the expected average
decrease of local loss is largest, that is maxx∈U TUVx(αx).

Note that in accordance with principle 2 we prefer points that have the potential to
actually change the classifier’s mind and at the same time focus on points that “matter”
(principle 1). Analogously to [177], given equal density d(x) our TUV criterion favors
to request labels at points where the posterior class probability estimates p̂(y = i|x) are
close to 1/D, i.e., the parameters αx(j) are small and equal and we can expect a large
decrease in expected loss (high prediction uncertainty). Such points are preferred over
points with high but equal parameters, which in turn are preferred over points with low
prediction uncertainty, that is for which the parameters are unequal (see figure 6.2).
The TUV integrates three sources of information [177]–the distance of an instance x to
the current decision boundary, its density d(x) of the marginal distribution of features,
and the number of labeled points in the neighborhood of x. The latter is implicitly
included since a a low number of neighboring training points results in many votes for
the reference “0” class and thus a Dirichlet distribution with low parameter values.

6.3. Experiments

6.3.1. Research Questions

We evaluated if active selection of training samples with our method indeed improves
the classification performance. Therefore, we compared our approach (AL-RF) to pas-
sive learning, i.e., a strategy that in each round randomly selects one of the remaining
unlabeled points for which it queries a label (referred to as random sampling (RS) in
the following). Performance was compared after training both approaches with the same
number of labels.

6.3.2. Data

To compare our active learning method to random sampling, we used the secondary
ion mass spectrometry (SIMS) data acquired from orthotopic human breast cancer
xenografts (MCF-7) that was also used in the preceding chapters (see sections 3.3.2

and 4.3.1). Three out of the six available slices were selected–one from the bottom (en-
titled S4), middle (S7) and top (S11) of the stack of available parallel slices of the tumor.
The spectra in the three datasets were baseline corrected by channelwise subtraction of
the minimum, normalized by their total ion count, and features were extracted with a
peak picker based on local maximum detection (cf. section 5.2.4). The dimensionality of
the resulting spectra varied from 64 to 69 for the three sets. Labels corresponding to the
five classes of interest where assigned using chemical staining of parallel slices (see figure
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Figure 6.2.: The expected risk reduction TUVx(αx) = R̂x(αx) − R̂B
x (αx) for a sample

x in the 3D case. The density d(x) was fixed to 1 in both examples. We further fixed
αx(1) to 1 and 3 respectively (from left to right). Note that the TUV is symmetric in
the parameters αx(i) such that fixing αx(2) or αx(3) instead leads to the same results.
The highest TUV scores are obtained for αx(2) and αx(3) equal to 1 respectively 3, i.e.,
for uniform parameters (see contour plot in bottom plane). Since the point αx(i) = 3 ∀i
corresponds to a lower level of uncertainty than the point αx(i) = 1 ∀i, the maximum
on the right is lower than the one on the left. Also note that the TUV is symmetric
with respect to the two varying parameters (some distortions due to the random nature
of the Monte Carlo integrations occur). Equal values for αx(2) and αx(3) lead to higher
TUVs than differing values.

6.3 as well as sections 3.3.2 and 4.3.1 for a detailed description of the data). All points
for which label information is available were used in the evaluation of our method.

6.3.3. Evaluation Criteria

Prediction accuracy was measured by sensitivity (SE) and positive predictive value
(PPV) (see section 4.3.3 for definitions). The obtained SE and PPV rates were av-
eraged over all four respectively five classes.

6.4. Results

Due to the probabilistic nature of the random sampling strategy and the Dirichlet sam-
pling required for Monte Carlo integration, we repeated our active learning method and
the random sampling approach 100 times and averaged the obtained results in each
learning step. To obtain reliable quality estimates, in addition, we repeated the random
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Figure 6.3.: The gold standard labels for the three MSI datasets (bottom row) are
obtained from hematoxylin-eosin staining of parallel slices (top row). The labeling is
only partial: labels for the five tissue classes of interest are color-coded whereas black
and white indicates that no label information is available.

forest training and classification in each learning step five times. We used 10 trees per
forest which constituted a good compromise between accuracy and computation time,
drew 300 samples to perform the Monte Carlo integrations, and employed stratified
sampling to balance the labels in the training set. In both approaches, the learning was
started with an empty set of labeled points (in practical applications a number of initial
labels might already be given), exactly one label was queried in each active learning step
where the ground truth label map served as oracle, and a 0-1 loss function was assumed
(i.e., T resided in the center of the simplex). With these settings, identifying the next
query point required approximately one second. Classification results on the SIMS data
are reported in figures 6.4, 6.5, 6.6, and 6.7 as well as in table 6.1.

6.5. Discussion

6.5.1. Performance on Slices S4, S7, and S11

Slice S4. Figure 6.4 reveals that our active learning scheme (AL-RF) performed com-
petitive to random sampling (RS) in the first few learning steps and significantly out-
performed RS as soon as more than ≈ 20 learning steps were executed. After 100
iterations, AL-RF improved on RS by about 10% in sensitivity. With an increasing
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Figure 6.4.: Comparison of the sensitivities and positive predictive values obtained with
random sampling (blue) and our active learning approach (red) (averaged over 100 re-
peats). On all sets, our method outperforms random sampling with respect to sensitivity
and positive predictive value.

number of learning steps, RS slowly converged toward the sensitivity rates obtained
with AL-RF, however, the margin was still more than 5% (cf. table 6.1) after 200 itera-
tions. Regarding positive predictive value, AL-RF slightly outperformed RS in the first
≈ 70 learning steps and performed competitive afterwards.

However, the results after 200 steps were still below the reference values given in table
6.1, which were obtained by training a random forest classifier with 90% of all available
samples per class and predicting the remaining samples. One possible explanation is
that the labels in the ground truth map were assigned by looking at regions in the H&E
stains rather than checking individual pixels and thus, there might be some errors in
the ground truth that require additional learning steps. For instance, the necrotic class
is likely to contain some holes, that is pixels that should belong to the glass class. Yet,
this does not occur in the label maps. Furthermore, training with 90% of all available
pixels might actually lead to overfitting.

Slice S7. Over the whole range of the first 200 iterations and especially for low
numbers of learning steps, our approach outperformed RS with respect to PPV. At the
same time, it significantly outperformed RS regarding sensitivity, leading to a gain of
more than 10% after 100 and also after 200 learning steps. The sensitivity of the RS
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Figure 6.5.: The plots are complementary to the ones in figure 6.4 and show the band
between the 95% quantile and the 5% quantile as well as the median for the 100 repeats
of each of the methods. In contrast to random sampling (blue), our active learning
approach (red)exhibits significantly lower variance between the different learning runs
and the band around the median gets thinner and thinner over the course of iterations.

algorithm increased very slowly such that after 500 iterations the sensitivity was still at
a comparably low level of 86%. After 200 iterations, the AL-RF sensitivity and PPV
estimates were close to the reference values (cf. table 6.1).

Figure 6.6 reveals that RS failed to correctly discriminate the necrotic class (indicated
in red) from the viable class (light green). This is because the necrotic area has only
small spatial extent and thus, random sampling only selected few corresponding training
points. In contrast, AL-RF usually selected more than twice as many necrotic samples
leading to a significantly better classification result (cf. figure 6.6). Discriminating viable
and necrotic tumor is probably the most challenging part of the classification task since
those classes are relatively close in feature space. In contrast, the gelatin and glass
spectra show less overlap in feature space, which simplifies their classification. Indeed,
AL-RF requested less samples from these two classes than RS, and the corresponding
areas in figure 6.6 are less densely sampled. Figure 6.7 displays intermediate results for
one repeat of our active learning algorithm.

Slice S11. Regarding sensitivity as well as positive predictive value, the results ob-
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Figure 6.6.: The classification results after 100 learning steps with our active learning
method (AL-RF) and random sampling (RS). To obtain the crisp classification, we first
averaged the probability maps gathered in the 100 repeats and then took the maximum
likelihood estimate in each pixel. On the right, the selected training points for represen-
tative learning runs are plotted (we refrain from plotting the training points for all 100
repeats to keep the images uncluttered). Since the area of the necrotic class is compara-
tively small in slices S7 and S11, random sampling only selects very few training points
for that class, leading to a bad classification result. In contrast, AL-RF requests more
training samples for that class yielding a superior classification. At the same time, it
samples less points from the gelatin and glass classes, which have less overlap with the
other classes in feature space than, e.g., necrotic and viable tissue and are thus easier to
learn.
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Figure 6.7.: Here, we present intermediate steps for one run of our active learning
algorithm. The top row displays the classification results obtained after learning steps
5–8 (color coding as in figure 6.6). The bottom row shows the corresponding training
utility value (TUV ) maps where light areas correspond to high TUV s, i.e., points with
high possible risk reduction. For instance, in step 5 the TUV is high for the pixels
corresponding to the necrotic, viable and glass classes (see also figure 6.3) and a sample
from the viable area is selected (indicated by the question mark). Consequently, in the
next step the classification result for that class slightly improves and the respective TUV
values decrease. Whereas the TUV values for the necrotic class also decrease since the
viable and necrotic class are close in feature space, the TUV values for the glass area
stay high, such that in the next step, a glass sample is picked, leading to significant
improvement in the classification accuracy of that class.
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set criterion method 50 100 150 200 reference value

S4 SE RS 65.3 73.0 77.7 81.4
AL 75.6 82.4 84.8 86.4

91.9
PPV RS 76.8 83.7 86.1 87.3

AL 79.4 84.2 86.1 87.2
92.7

S7 SE RS 78.3 80.6 82.0 83.1
AL 85.5 90.3 92.2 93.6

94.0
PPV RS 83.5 89.5 92.0 93.1

AL 88.4 92.2 93.7 94.8
97.7

S11 SE RS 70.1 75.2 77.3 78.6
AL 77.3 84.3 87.0 88.1

91.3
PPV RS 77.7 83.1 86.3 87.9

AL 83.4 89.0 90.8 92.1
96.2

Table 6.1.: Average sensitivities and positive predictive values for the three datasets
after 50, 100, 150 and 200 learning steps. Our active learning approach significantly
outperforms random sampling on all sets (see also figure 6.4). The reference values are
obtained from training a random forest classifier with 90% of all available samples per
class, i.e., using up to 6,000 samples in training, and classifying the remaining (test)
samples where we again averaged over 100 repeats. We note that, although our strategy
performs well, the obtained accuracies after 200 iterations are still exceeded by the
reference values. Possible explanations are given in the text. However, even in cases
where many labels are required to learn a problem, active learning is still an efficient
strategy since it requests the labels in a smart order.

tained for slice S11 proofed to be highly similar to the results for slice S7. AL-RF again
outperformed RS with respect to both sensitivity and positive predictive value. After
100 and 200 learning steps it resulted in SE and PPV rates which were approximately
9% respectively 4–6% higher than the results yielded with RS. Figure 6.6 shows that RS
again failed to achieve good classification performance for the necrotic class. AL-RF per-
formed significantly better but still confused several necrotic samples with viable cancer
and some with glass. Apparently, more learning steps (or better features) are necessary
to learn to reliably discriminate necrotic and viable tumor in this dataset. Again, AL-RF
selected more training examples from the difficult classes (necrotic, interface) and less
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samples from the easier classes (gelatin, glass) than RS.

Overall, we observed that AL-RF resulted in positive predictive values which were
slightly higher or competitive to the ones obtained with RS. Simultaneously, AL-RF
significantly outperformed RS in sensitivity as soon as more than 15–20 learning steps
were executed to train the classifier.

6.5.2. Computation Time

On a standard desktop PC with a dual core 2 GHz processor and 2 GBytes of RAM,
training of the random forest and subsequent classification took less than 1 second,
and Monte Carlo integration took around 1.5–2 seconds for the parameterizations and
datasets used in this study. While a speed-up is of course desirable (see Outlook), this is
still below the time that an expert typically needs for labeling the current query point.

6.5.3. Different Labeling Strategies

One might argue that an expert usually does not label in a completely uninformed,
random way and that random sampling is thus not a realistic strategy to compare to.
However, we think that it constitutes a reasonable baseline strategy, especially since it is
unclear how such an alternative strategy should be defined3. Independent from the exact
way in which an expert labels, our learning strategy has an intrinsic advantage: Although
the expert might be able to provide a meaningful, initial training set, his information
is limited since the stained picture only contains partial information. For instance, it
is not obvious from the stain which classes are easy and/or difficult to discriminate
given the MSI data. Whereas it may be easy to distinguish a subset of classes given a
stained image, the corresponding spectra might be close in feature space (complicating
the classification) or vice versa. Since this information is not available to the expert, it
is unclear how many labeled examples he/she should provide for the individual classes.
Another risk is that less prominent regions in the stained image might be overlooked. In
that sense, the expert’s decisions are uninformed and, in a way, also random. We believe
that in such cases, feedback of the classifier is very helpful.

Finally, we note that our strategy does not necessarily start with an empty label set
but can be initialized with a user-defined set. After assigning obvious labels, the expert
can switch to our learning strategy to find additional candidates.

6.6. Outlook

Currently, we see two main directions of future research:

3The labeling strategy is probably different for each expert and dataset.
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6.6.1. Speed-up

Computation times may be reduced by using an online version of the random forest
classifier [182, 76]. Alternatively, more than one label may be queried in each active
learning step before retraining the classifier. However, simply selecting the instances x
with the highest TUV s (equation (6.6)) results in picking instances which are likely to
be very close in feature space. One way of dealing with this problem is to introduce a
heuristic that after picking the first instance decreases the TUV of other instances which
are close [38] and thus reduces their chance of being selected next.

6.6.2. Fractional Labels

Furthermore, it would be interesting to incorporate support for fractional labels into our
algorithm since fractional labels sometimes better reflect the true nature of a hetero-
geneous sample than crisp labels. Since the resolution of the stained images is usually
higher than the resolution obtained with SIMS and especially MALDI imaging, esti-
mates for the true class mixture behind individual MSI pixels could be obtained from
the stained image (given that the registration between MSI data and stained slice is suf-
ficiently accurate). Assigning such fractional labels is even more tedious than assigning
crisp labels, which further emphasizes the need for active learning strategies like ours.

6.7. Conclusion

Robust training of supervised classifiers requires a set of expert labels that well reflects
the true variabilities between different patients and instrument settings. Since these vari-
abilities tend to be very high in MSI and often, data from only few patients is available,
it might be beneficial to request several labels for each newly acquired dataset from an
expert. However, labeling is both time-consuming and expensive. Consequently, novel
algorithms are needed that yield the highest possible classification accuracies and at
the same time require as few user-interaction as possible. We have demonstrated in a
proof-of-concept study, how active learning can be used for the efficient annotation and
classification of MSI data, especially in scenarios where the tissue samples are hetero-
geneous. To this end, a novel active learning approach for multi-class problems was
introduced. Experiments demonstrate that it outperforms passive learning by a large
margin if the same number of learning steps is used. We thus regard our study as a
stepping stone toward clinical application of mass spectrometry imaging.
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Appendix

6a. Derivation of the Distribution Estimate

Multinomial and Uniform Prior yields Dirichlet

Let p(y = i|x), i = 0, 1, . . . , D be the true probability that sample x is of class i, and let
vx(i) be the number of trees voting for class i where i = 0 is the reference class. vx can
be modeled as a realization of a multinomially distributed random variable [177] with
density

Mult(vx(0), . . . , vx(D) | p(y = 0|x), . . . , p(y = D|x); ν) (6.7)

=

(
ν

vx(0), . . . , vx(D)

) D∏

i=0

p̂(y = i|x)vx(i) (6.8)

where ν =
∑
vx(i) is the total number of trees. The Dirichlet distribution, given by

Dir(p(y = 0|x), . . . , p(y = D|x) | αx(0), . . . , αx(D)) (6.9)

=
Γ
(∑D

i=0 αx(i)
)

∏D
i=0 Γ (αx(i))

D∏

i=0

p̂(y = i|x)αx(i)−1 (6.10)

is conjugate to the multinomial distribution [36], and uniform on the simplex for αx(i) =
1, i = 0, . . . , D. Thus, applying Bayesian inference and multiplying the multinomial with
the uniform prior yields the posterior distribution estimate [20]

F̂ (p(y = 0|x), . . . , p(y = D|x)) | vx(0), . . . , vx(D)) ∝ (6.11)

Mult(vx(0), . . . , vx(D) | p(y = 0|x), . . . , p(y = D|x); ν) (6.12)

·Dir(p(y = 0|x), . . . , p(y = D|x) | 1, ..., 1) (6.13)

with

F̂ (p(y = 0|x), . . . , p(y = D|x) | vx(0), . . . , vx(D)) = Dir(1 + vx(0), . . . , 1 + vx(D)).
(6.14)

In this work we assume that the probability output of the random forest classifier is a
realization of the true posterior which is unknown. We note, however, that in reality, it
might be corrupted, e.g., by the limited number of training samples. Furthermore, it is
yet unclear if the random forest is consistent [18].

Dropping the Votes for the Reference Class

We are now interested in the distribution estimate for the scenario where the reference
class (class 0) is dropped. It is known [36, 1] that for stochastically independent and
Gamma-distributed Yk ∼ Gamma(α(k), 1), k = 0, . . . , D it holds that
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(
Y0∑D

k=0 Yk

,
Y1∑D

k=0 Yk

, . . . ,
YD∑D
k=0 Yk

)
∼ Dir(α(0), . . . , α(D)). (6.15)

Thus, defining

Wi :=
Yi∑D

k=0 Yk

, i = 0, . . . , D (6.16)

yields that
(W0, . . . ,WD) ∼ Dir(α(0), . . . , α(D)). (6.17)

Proposition: Analogously to the proof of the binary case (with D = 2) [177], it follows
that for W̃i := Wi∑D

l=1
Wl

(W̃1, . . . , W̃D) ∼ Dir(α(1), . . . , α(D)). (6.18)

Proof: Using equation (6.16) we obtain:

(
W1∑D
l=1Wl

, . . . ,
WD∑D
l=1Wl

)
=




Y1∑D

k=0
Yk∑D

l=1
Yl∑D

k=0
Yk

, . . . ,

YD∑D
k=0

Yk∑D
l=1

Yl∑D
k=0

Yk



 (6.19)

=

(
Y1∑D
l=1 Yl

, . . . ,
YD∑D
l=1 Yl

)
(6.20)

which is again Dirichlet-distributed with parameters α(1), . . . , α(D) [36].

�

One drawback of modeling the distribution estimates by Dirichlet distributions that
are parameterized by the tree votes vx(i) is that by increasing the number of trees the
parameters specifying the Dirichlet distributions are also increased, which results in
narrower distributions. Thus, the uncertainty estimate is dependent on the number of
trees and converges to zero as the number of trees goes to infinity. However, in real life
applications, a fixed finite number of trees is used. Furthermore, only a relative order
of uncertainty for the pixels is needed. This is guaranteed, since the same number of
trees is used for each pixel within the sample. Indeed, good results were obtained in our
experiments. We refer the interested reader to [176] in which an alternative modeling
approach is discussed.

6b. Derivation of the Formula for Estimating the Loss for the Distribution

Estimate

Above, we derived equation (6.5) for estimating the loss associated with the distribu-
tion estimate at position x. The derivation of the multi-class formula is similar to the
derivation of its binary version [177]:
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Let B(α) =
∏D

l=1 Γ(α(l))/Γ(
∑D

l=1 α(l)) be the multinomial Beta function and 1 {} the
indicator function, which is 1 if the condition in brackets is fulfilled and 0 else. Further,
define

α̃x,i =





α̃x,i(1)
...

α̃x,i(i)
...

α̃x,i(D)




=





αx(1)
...

αx(i) + 1
...

αx(D)




(6.21)

and let F be the Dirichlet density on the simplex Ψ, which is partitioned into D parts
Ψj as described above. Finally, let IΨj

be the multivariate equivalent of the incomplete
Beta function [177, 1] where the integration over the Dirichlet distribution (defined by
the parameters α̃x,i) is restricted to part Ψj of the simplex (see figure 6.1).

An estimate R̂B
x can be obtained from

R̂B
x (αx(1), . . . , αx(D)) (6.22)

= d̂(x)
D∑

j=1

∫

Ψ

∑

i6=j

1 {p̂(y|x) ∈ Ψj} p̂(y = i|x)LijdF̂ (6.23)

= d̂(x)
D∑

j=1

∑

i6=j

∫

Ψ
1 {p̂(y|x) ∈ Ψj} p̂(y = i|x)LijdF̂ . (6.24)

By restricting the integration to the area of the simplex that corresponds to the condition
in the indicator function, we obtain

= d̂(x)
D∑

j=1

∑

i6=j

∫

Ψj

p̂(y = i|x)LijdF̂ . (6.25)

We are given a Lebesgue density for the distribution F̂ . Integration over the (Dirichlet
distributed) posterior class probability estimates p̂(y|x) yields

= d̂(x)

D∑

j=1

∑

i6=j

∫

Ψj

ψ(i)Lij

[
1

B(αx)

D∏

l=1

ψ(l)αx(l)−1

]
dψ. (6.26)

By defining α̃x,i as above (cf. equation (6.21)) this can be rewritten as

= d̂(x)
D∑

j=1

∑

i6=j

B(α̃x,i)

B(αx)
Lij

∫

Ψj

1

B(α̃x,i)

D∏

l=1

ψ(l)α̃x,i(l)−1dψ

︸ ︷︷ ︸
=:IΨj

(α̃x,i)

(6.27)
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which–using theorem 1 (cf. Appendix 6c)–is equivalent to

= d̂(x)





D∑

j=1

∑

i6=j

αx(i)
∑D

k=1 αx(k)
︸ ︷︷ ︸

term 1

Lij︸︷︷︸
term 2

IΨj
(α̃x,i)︸ ︷︷ ︸

term 3




. (6.28)

6c. Theorem 1

Proposition: Let B(α) =
∏D

l=1
Γ(α(l))

Γ(
∑D

l=1
α(l))

be the multinomial Beta function and let α̃x,i

be defined as in equation (6.21). Then it holds that

B(α̃x,i)

B(αx)
=

αx(i)
∑D

k=1 αx(k)
. (6.29)

Proof:

B(α̃x,i)

B(αx)
=

Γ(αx(1)) · . . . · Γ(αx(i) + 1) · . . . · Γ(αx(D))

Γ(αx(1) + . . .+ (αx(i) + 1) + . . .+ αx(D))
(6.30)

· Γ(αx(1) + . . .+ αx(i) + . . .+ αx(D))

Γ(αx(1)) · . . . · Γ(αx(i)) · . . . · Γ(αx(D))
(6.31)

=
Γ(αx(i) + 1)

Γ(αx(i))
· Γ(

∑D
k=1 αx(k))

∑
k αx(k)Γ(

∑D
k=1 αx(k))

=
αx(i)Γ(αx(i))

Γ(αx(i))
· 1
∑D

k=1 αx(k)
(6.32)

=
αx(i)

∑D
k=1 αx(k)

(6.33)

where we use the iterative definition of the Gamma function [20], that is Γ(n + 1) =
nΓ(n).

�
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6d. Integration over a Part of the Simplex

For each unlabeled pixel x we have to evaluate the following equation (cf. equation 6.5):

RB
x (αx(1), . . . , αx(D)) = d̂(x)





D∑

j=1

∑

i6=j

αx(i)
D∑

k=1

αx(k)

︸ ︷︷ ︸
term 1

Lij︸︷︷︸
term 2

IΨj
(α̃x,i)︸ ︷︷ ︸

term 3





(6.34)

= d̂(x)
D∑

j=1

∑

i6=j

B(α̃x,i)

B(αx)
Lij

∫

Ψj

1

B(α̃x,i)

D∏

l=1

ψ(l)α̃x,i(l)−1dψ

︸ ︷︷ ︸
term 3

. (6.35)

Terms 1 and 2 can directly be calculated (see section 6.2.2). We use Monte Carlo
integration [93] to approximate term 3, which integrates a Dirichlet over a part Ψj of the
simplex. For each x and each i = 1, . . . , D, Q samples are drawn from the corresponding
Dirichlet distribution.

Sampling from a Dirichlet distribution can efficiently be performed with Minka’s Fast-
fit toolbox [150]. Inspection of the code revealed that, internally, sampling from a D-
dimensional Dirichlet distribution parameterized by vector αx boils down to drawing
one sample from each of the D Gamma distributions Gamma(αx(i), 1) with subsequent
normalization by division with the sum. Since Minka’s code is fast, it can in theory be
used to sequentially draw samples from Dirichlet distributions with different parameter-
izations αx. However, performing these calculations independently for all pixels x is still
very time-consuming. We speed up the procedure by exploiting the fact, that in our sce-
nario the parameterizations of the individual Dirichlet distributions are highly similar.
Let vx(i) be the number of trees voting for class i and let ν =

∑
vx(i) be the number of

all trees. Since αx(i) = 1 + vx(i), i = 1, . . . , D, it follows that αx(i) ∈ {1, 2, . . . , ν + 1}.
Consequently, the range of parameters is limited.

We can thus “reuse” the Gamma samples as follows: Assume, that for each pixel x
we want to draw Q D-dimensional samples ul, l = 1, . . . , Q from a Dirichlet distribution
parameterized by vector αx to perform the Monte Carlo integration. Therefore, we first
draw Q samples from Γ(l)∀l = 1, . . . , (ν+1) and store the results in a (ν+1)×Q matrix
V , which serves as a look-up table. Then, the Q requested samples are “constructed”
from V by first selecting the D rows that correspond to the parameters α(i), i = 1, . . . , D
and storing them in a D × Q matrix U . Next, we randomly permute each row of U to
avoid bias in case of non-unique αx(i) and do a column-wise normalization of U such
that each column contains one Dirichlet sample ul, l = 1, . . . , Q4.

4In our experiments, the procedure described above led to a significant speed-up factor of ≈ 100. We
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Given a threshold point T , we then determine for each of the Q samples uk, k =
1, . . . , Q to which part Ψj of the simplex Ψ it belongs (see figure 6.1). The set Zj of
samples ũ that fall in part Ψj can be expressed by (cf. section 7.2.3 for details)

Zj =

{
ũ ∈ {u1, . . . , uQ}

∣∣∣∣1 − ũ(j)

ũ(j) + ũ(i)
< 1 − T (j)

T (j) + T (i)
∀i ∈ {1, ..., D} \ {j}

}
.

(6.36)
Note that in case of 0-1 loss the threshold point resides in the center of the simplex such
that the formula simplifies and we only have to determine the column-wise maxima of
U in order to calculate the assignments. Finally, the estimate for IΨj

(α̃x,i) is calculated
as card(Zj)/Q where card(.) is the cardinality operator.

propose to construct V (and thus U) anew in each learning step of the active learning procedure.
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Chapter 7

Multivariate Watershed

Segmentation of Compositional

Data

Recent improvements in instrumentation allow mass spectrometry imaging at cell scale
[9, 41]. An important application of microscopic imaging is cell screening [23]. Typical
research questions include the localization and quantitation of different kinds of cells in
a sample. Especially in high-throughput settings, automated analysis is indispensable.
Whereas the localization problem can be addressed with classification algorithms, the
latter usually requires an additional segmentation step that ensures that cells that are
close and have been assigned to the same class are indeed recognized as individuals.
However, segmentation of multivariate data is challenging, especially if some of the
channels are uncorrelated as in MS images. This motivates the development of novel
segmentation techniques, e.g., based on the classic watershed transform.

Both probabilistic latent semantic analysis (pLSA, cf. chapter 3) and random forests
(cf. chapters 4,5,6) can be used to assign class probabilities to the pixels of a mass
spectrometry image. Such data, where the probability vector in each pixel sums to one,
is termed compositional [5]. We propose three novel methods to obtain scalar boundary
indicator maps from compositional data. We furthermore introduce the multivariate
watershed which is a multi-class generalization of the classic watershed transform. A
quantitative comparison to three established algorithms–Noyel’s [157] sum/supremum of
channel-wise morphological gradients and Malpica’s [137] tensor approach–demonstrates
good performance on both simulated and real-world MSI data.
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7.1. Introduction

Segmentation is an important task in image processing (see, e.g., [58, 123, 159, 221]).
The idea is to partition an input image into disjoint regions where the regions themselves
show (some degree of) homogeneity with respect to a criterion like gray value or texture.
Segmentation methods can roughly be grouped into two categories: energy-based seg-
mentation and watershed-based segmentation [156]. In the following we will concentrate
on the latter. The watershed transform [61] is a region-based segmentation algorithm
for gray-scale images and is a popular method in image segmentation [179]. Figuratively
speaking, the gray-valued boundary indicator image is considered as a height map which
is flooded with water. Whenever two water basins that originate from different local
minima meet, a watershed is constructed. Various definitions for the continuous and
discrete case have been given, most of which operate on scalar-valued input. Typically
the gradient is used as a boundary indicator, featuring high values at border locations
and low values in homogeneous areas.

High-dimensional data is typically transformed into a scalar boundary map, such that
the conventional watershed can be applied. A direct generalization for color images is
the color gradient. Alternatively, the watershed transform is individually performed on
each color band, and the obtained segmentation results are integrated into a single seg-
mentation map [129]. Some authors have suggested to use color models that feature an
intensity channel [39, 129]. However, most of these approaches are based on the assump-
tion that color channels are highly correlated. This is typically not the case for more
complex data , e.g., from remote sensing [105], medical data analysis [159], and mass
spectrometry imaging experiments [142]. In fluorescence microscopy, experimentalists
often deliberately select dyes that highlight different, uncorrelated structures [151].

To analyze such kind of data, authors have used (weighted) channel-wise gradients
[185, 130, 157] or the metric-based gradient [157]. Noyel [157] proposed the sum
or supremum of channel-wise morphological gradients that are computed as difference
between channel dilation and erosion. Malpica [137] and Karvelis [115] construct the
Jacobian matrix J of partial derivatives (in direction of the two spatial axes) in each
pixel and calculate the eigenvalues of J ′J . The difference between the two eigenvalues
is used as a boundary indicator. Zhang [236] uses the spectral angle between a pixel’s
underlying spectrum and a reference spectrum to obtain a scalar boundary indicator.
Angulo proposed a stochastic watershed algorithm [12] which was later extended to
multispectral images [158]. Soille [202] combines a histogram-based clustering with
shape priors and pixel-wise gradients which are used as input for the classic watershed
transform. Authors have also suggested dimensionality reduction [157, 158, 159] prior
to segmentation to reduce noise artifacts.
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7.2. Material and Methods

7.2.1. Watershed Segmentation of Compositional Data

The discrete and sequential watershed methods on scalar-valued input can be grouped
into watershed by immersion [222] and watershed by topographic distance [147]. The
following review is based on the presentation in [179]. Typically, it is assumed that the
scalar-valued input image is lower-complete, that is each pixel that is not a minimum
has a neighbor of lower gray value1. Let G = (C,E, f) be a digital gray value image
in graph representation with nodes C and edges E, and let f : C → N be a function
defined on C that assigns an integer value to each pixel u ∈ C. In most applications, a
square grid in conjunction with a 4- or 8-connectivity neighborhood system is used.

Watershed by Immersion. Let hmin and hmax denote the minimum and maximum
value of f , Bh the union of the set of basins Bh,i, i = 1, ..., k at level h, MINh the
union of regional minima at level h and Qh = {u ∈ C|f(u) ≤ h} the threshold set of f
at level h. A recursion is defined with gray level h increasing from hmin to hmax. Each
connected component in Qh+1 can either be a new minimum or an extension of a basin
in Bh. In the latter case, the assignments of points to basins is based on calculating
geodesic influence zones izQh+1

of Bh within Qh+1:

izQh+1
(Bh,i) =

k⋃

i=1

{
u ∈ Qh+1|∀j ∈ {1, ..., k} \ {i} : dQh+1

(u,Bh,i) < dQh+1
(u,Bh,j)

}

(7.1)
where dQh+1

(u,Bh,i) is the distance within Qh+1 between pixel u and the point in Bh,i

that is closest to u. IZQh+1
(Bh) is the union of the geodesic influence zones of the basin

set Bh in Qh+1:

IZQh+1
(Bh) =

k⋃

i=1

izQh+1
(Bh,i). (7.2)

Essentially, for each point the shortest path within Qh+1 to a basin in Bh is calculated.
If multiple shortest paths to different basins exist, the pixel is considered a watershed.
This can be expressed with the following recursion formula [179]:

{
Bhmin

= {u ∈ C|f(u) = hmin} = Qhmin

Bh+1 = MINh+1 ∪ IZQh+1
(Bh) for h ∈ [hmin, hmax)

(7.3)

where f(u) is the intensity at pixel u. Equation (7.3) results in the watershed image
Wshed(f) = C \Bhmax

.
The flooding of the (scalar-valued) height map f starts from the pixels with the lowest

intensity (Qhmin
, “seeds”). The basins are initialized and successively extended. In each

1Otherwise, an algorithm for obtaining lower completeness has to be applied first[179].
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recursion step, first all pixels with intensities less or equal to the new height level h+ 1
are identified (Qh+1). Whenever a pixel lies within the geodesic influence zone of an
existing basin, it is merged with the respective basin. Pixels that lie in the influence
zone of two or more basins are preliminarily labeled watersheds, but this assignment can
change if higher levels are analyzed. Connected components that are not adjacent to
any existing basin are used as seeds for new basins.

More generally spoken, the algorithm uses a priority queue that determines the se-
quence in which the individual pixels are processed. The method runs until a basin or
watershed label has been assigned to all pixels. In some variants of the algorithm, the
watersheds are not identified with the pixels but defined to lie between pixels.

Watershed by Topographical Distance. Watershed by topographical distance
[147] is based on gradient-descent. Figuratively spoken, rain falls on the height map
f . After hitting the surface in a pixel u a raindrop proceed along the path of steepest
descent until a local minimum is reached. This can be formalized in the following way:
Let LS(u) (“lower slope”) be the maximum slope of f linking a pixel u to any of its
neighbors neighC(u) of lower gray value

LS(u) = MAX
v∈neighC(u)∪{u}

f(u) − f(v)

d(u, v)
(7.4)

where d(u, v) is a distance between pixels u and v which depends on the pixel grid and
the associated neighborhood system (e.g., 4-connectivity). In the following, we assume
d(u, v) = 1 ∀v ∈ neighC(u). Equation (7.4) is zero if f(u) is a local minimum. The cost
for walking from u to a neighboring pixel v is defined by

cost(u, v) =






LS(u) · d(u, v) if f(u) > f(v)
LS(v) · d(u, v) if f(u) < f(v)
1
2(LS(u) + LS(v)) · d(u, v) if f(u) = f(v)

(7.5)

The topographic distance between u0 = u and us = v along a path π = (u0, . . . , us) is
calculated from [19]

τπ
f (u, v) =

s−1∑

i=0

cost(ui, ui+1) (7.6)

and the topographical distance between two points u and v is the length of the shortest
path between the two points. A path π is of steepest descent if and only if τπ

f (u, v) =
f(u) − f(v) for f(u) > f(v) [179].

An efficient algorithm proceeds as follows: for each pixel we store a reference to the
neighboring pixel with the maximum slope. Minima pixels point towards themselves,
and a distinct label is assigned to each local minimum. Starting from the minima, the
constructed paths are traversed in reverse order, and all pixels are labeled with the
corresponding label. In this implementation, the resulting watersheds lie between pixels
(inter-pixel boundaries), and the algorithm has linear complexity in the number of pixels.
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Figure 7.1.: An excerpt from a typical mass spectrum (a) and two channels of the MSI
dataset (b,c). Only parts of the images are correlated. A boundary map is obtained
with the sum of channel-wise morphological gradients on the raw data (d) or the first
few principal components (e), revealing only few boundaries of the manual segmentation
(f).

Compositional Data. In the following, we focus on watershed by topographic dis-
tance and work with spectral data in two spatial dimensions. Note, however, that our
results carry over to the watershed by immersion setting and that the methods presented
below are also applicable to other high-dimensional data. Let S = {(x1, y1), . . . , (xN , yN )}
be a set of available M -dimensional training samples, i.e., N spectra xi with M chan-
nels and corresponding class labels yi ∈ L1, . . . , LD–e.g., “cancerous”, “healthy tissue”,
and “blood vessels” in medical applications or “faulty” or “intact” in quality control.
We train a random forest classifier [25] (see section 4.2.1) on S and classify the whole
dataset comprising K data points to obtain the posterior probability for each of the
D classes in each pixel. The resulting dataset has D dimensions in each pixel and is
compositional since each probability vector sums to one.

We use the slice S7 from the SIMS dataset described in sections 3.3.2 and 4.3.1

to illustrate the performance of the different methods. Figure 7.1a shows an example
spectrum of this set. The dataset features five different tissue classes of interest and thus,
random forest classification yields a compositional dataset with five dimensions in each
pixel. Noyel’s sum of morphological gradients [157] (see below) was used to calculate
boundary indicator maps directly from the raw input and the first principal components
of the raw input (see figure 7.1d+e) as well as from the probability maps (see figure
7.2). Visual inspection suggests that the latter contains more information. Therefore,
we used probability maps as input for all following boundary map computations.
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7.2.2. Multivariate Gradients

We next present three methods from the literature as well as three novel methods that
create scalar boundary maps from such compositional input data. We then introduce
the multivariate watershed, which is a generalization of the classic watershed definition.

Methods by Noyel and Malpica. Noyel’s sum of morphological gradients [157] is
calculated from

SMG(fu) =
D∑

j=1

gradmorph(fu(j)) (7.7)

where fu(j) is the j-th value in vector fu at pixel u and gradmorph is the morphological
gradient. The morphological gradient is a marginal gradient and is defined as the differ-
ence between channel dilation and channel erosion [157, 111]2. The supremum version
can be obtained analogously. Note however that each morphological gradient must be
normalized between [0, 1] before the supremum is taken. In Malpica’s tensor approach
[137], first the Jacobian matrix J of partial derivatives

J =





δfu(1)
δx

δfu(1)
δy

δfu(2)
δx

δfu(2)
δy

. . . . . .
δfu(D)

δx
δfu(D)

δy




(7.8)

is constructed in each pixel u. Next, the eigenvalues of J ′J are calculated, and the
difference of the two eigenvalues λ1 − λ2 is used as a boundary indicator for pixel u.

These latter three methods will be used to evaluate our novel boundary indicators
which will be presented next.

Gini Impurity. The underlying idea for the Gini impurity watershed is that the class
impurity in the classification results can be used to identify borders between different
regions. Essentially, Gini impurity [25] is a measure of vector sparseness. For probability
distribution fu at pixel location u it is defined by

GI(fu) =
D∑

j=1

fu(j)(1 − fu(j)) = 1 −
D∑

j=1

fu(j)2 (7.9)

where again fu(j) is the j-th value in fu. The minimum degree of impurity is obtained
if one of the fu(j) equals one. We calculate the Gini impurity index for each pixel
and perform the conventional watershed segmentation on the obtained scalar boundary
map. Slight smoothing of the probability maps with a channel-wise Gaussian filter
(zero mean, unit variance) prior to calculation of the impurity indices preserves the

2Note that fu is not required to be compositional in this approach.
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Figure 7.2.: The probability map based boundary indicators obtained with Noyel’s
sum/supremum of channel-wise morphological gradients, Malpica’s tensor and the meth-
ods introduced here. The result of an approximate manual labeling is also shown.

sum-constraint and ensures that the border between two adjacent points with (different)
pure components has indeed higher impurity.

Dirichlet Boundary Indicator. The observed probability vectors at pixel u and its
neighbors neigh(u) can be interpreted as realizations of a (single) Dirichlet distribution
[36]. Its D-dimensional realizations sum to one as do the class probabilities for each
pixel. The Dirichlet distribution is parameterized by a vector α = (α(1), . . . , α(D)) with
α(j) > 0 ∀j = 1, . . . , D, i.e., f ∼ Dir with

f(x(1), ..., x(D)|α(1), ..., α(D)) =
Γ
(∑D

j=1 α(j)
)

∏D
j=1 Γ (α(j))

D∏

j=1

x(j)α(j)−1 (7.10)

for all x(j) > 0 with
∑D

j x(j) = 1 where Γ is the Gamma function. For given observa-
tions at u and its neighbors neigh(u), its optimal parameters α̂u can be estimated by
maximizing the log-likelihood of the data [36]. This maximum likelihood estimation is
performed in a neighborhood of each pixel. The obtained parameters α̂u(j) determine
the shape of the distribution. At pixel locations within homogeneous regions of the
spectral image their sum is high, and we obtain highly peaked distributions with low
variances. In contrast, in the vicinity of borders the sum of the α̂u(j) is low and the
distributions are broad. Thus, we propose to use the inverted precision–defined as 1
divided by the sum of all α̂u(j)–as boundary indicator at pixel location u. The resulting
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boundary indicator map is used as input for the classic watershed.

Kernel Density Estimate. This method performs a kernel density estimation [89]
in each pixel u. Here we use Gaussian kernels k, but other choices are possible. The
density KDE at a pixel u is calculated from

KDE(u) =
c

Kσ2
spatσ

D
prob

K∑

v=1

kspat

(∥∥∥∥
gu − gv

σspat

∥∥∥∥
2
)

︸ ︷︷ ︸
term 1

kprob

(∥∥∥∥
fu − fv

σprob

∥∥∥∥
2
)

︸ ︷︷ ︸
term 2

(7.11)

where v iterates over the K pixels of the MSI dataset, gv is the two-dimensional vector of
spatial coordinates corresponding to pixel v, and c is a normalization constant. Contribu-
tions are weighted by the distance in space (term 1) as well as by distance in composition
(term 2). σspat and σprob are the corresponding (Gaussian) kernel bandwidths. The in-
verse density is used as a boundary indicator map for the classic watershed. The density
estimation formula in equation (7.11) is well known from the literature. It constitutes a
link of the watershed algorithm with the mean shift procedure [49] and bilateral filtering
[213].

7.2.3. Multivariate Watershed

In the classic watershed algorithm only one type of basin is known. For compositional
data, we generalize this by introducing one basin type per class, that is basin types
B1, . . . , BD. Each pixel is assigned to the class (basin type) whose posterior probability
dominates. In absence of prior knowledge, dominance is established by a simple “winner
takes all” rule (corresponding to a fair arbitrator); but certain classes can be favored
if desired by introducing bias (corresponding to a bribed arbitrator). We first consider
the two-class case (cf. figure 7.3). For pixel u the probabilities for classes 1 and 2 are
given by fu(1) and fu(2) = 1 − fu(1). Maximum likelihood estimation (MLE) for the
assignment of pixels to basin types corresponds to introducing a threshold T = 0.5 where
u is assigned to basin type 1, formally stated as wT (u) = B1, if fu(1) ≥ T and to B2

otherwise. By moving T , different risks can be assigned to the two classes. The basin
assignment is then obtained in a risk-weighted maximum a-posteriori decision.

When compositional data of higher dimension is analyzed, the points live on a simplex.
In the 3D case, the MLE-based assignment of points to basins is defined by the threshold
point T = [1/3; 1/3; 1/3] and the perpendiculars to the lines connecting the corners of
the simplex (see figure 7.9). By moving T on the simplex, the emphasis of the different
classes can be controlled. If the threshold point is close to one corner of the simplex, the
corresponding class will be less influential in the segmentation. In the D-dimensional
case, the set of pixels that are assigned to basin Bk is given by Zk := {u | wT (u) = Bk},
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Figure 7.3.: Visualization of the multivariate watershed for D = 2. The classic approach
(top left) only has one basin type. Figuratively, rain falls from above and fills the
basins. Whenever two basins meet, a watershed is constructed (vertical lines). In the
multivariate case (bottom left), a threshold is introduced that controls the assignment of
each point to one of the two basin types. Figuratively, the rain now falls from a higher
dimension onto a surface that has been folded at the threshold value (right). New
watersheds emerge for the parts above the threshold and between basins of different
type. Classic watershed emerges as a special case in which the threshold has been set to
the maximum intensity.

that is

Zk =





u

∣∣∣∣∣∣∣∣∣

1 − fu(k)

fu(k) + fu(j)︸ ︷︷ ︸
=:θfu,k→j

< 1 − T (k)

T (k) + T (j)︸ ︷︷ ︸
=:θT,k→j

∀j ∈ {1, ..., D} \ {k}





. (7.12)

Consider the following example in three dimensions: Let T = [1/4; 3/8; 3/8] be the
threshold point. Assume that we want to identify the separation lines that determine the
assignment of points to the three basin types represented by B1 = [1; 0; 0], B2 = [0; 1; 0]
and B3 = [0; 0; 1]. Using equation (7.12), we calculate the pairwise class-ratios of the
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threshold point: θT,1→2 = 1 − (1/4)/(1/4 + 3/8) = 1 − 2/5 = 3/5, θT,2→1 = 2/5,
θT,1→3 = 3/5, θT,3→1 = 2/5, θT,2→3 = 1 − 1/2 = 1/2 and θT,3→2 = 1/2. A point
fũ is assigned to basin B1, that is fũ ∈ Z1, if its ratios are component-wise smaller
or equal than the corresponding threshold point’s ratios. This is, e.g., the case for
fũ = [1/3; 1/3; 1/3] for which θfũ,1→2 = θfũ,1→3 = 1/2 ≤ θT,1→2 = θT,1→3 = 3/5. By
default, we use T = [1/D; ...; 1/D] ∈ R

D.
Note that the assignment of a point fũ to a basin Bk can efficiently be found in D− 1

pairwise comparisons. In each step, we compare the ratios in (7.12) with respect to two
dimensions, e.g. k = 1 and j = 2. The dimension for which the inequality holds (here 1
or 2) is declared the “winner” which in the next step is compared to the next dimension
(k = winner({1, 2}), j = 3) and so on.

For each set of points Zk, k = 1, . . . , D the distance between each point in the set
and the respective basin is calculated. On the resulting scalar map, a watershed-like
segmentation is performed. It differs from the conventional watershed transform in the
following way: The basin assignments define the areas of influence for each basin type.
Figuratively, water is never allowed to cross borders between different influence zones.
This can be incorporated into the conventional watershed algorithm by changing its
distance function d(u, v) such that points that have been assigned to different basin
types have an infinite distance: d(u, v) = ∞ ∀v ∈ neigh(u) : wT (v) 6= wT (u).

7.3. Experiments

We used the topographic distance version of the watershed algorithm and a neighborhood
system with 8-connectivity. For the real-world data studied at the end of this section,
no exact ground truth is available (label assignment is especially difficult in the border
areas, see also figure 4.3). For a quantitative evaluation, we hence resort to simulated
data, which is described next.

7.3.1. Data

Simulated Data. First, three spectra from a real-world mass spectrometry image were
taken and defined as “pure” spectra (see figure 7.1a for an example). Then, different
mixture maps were generated that contain pure areas as well as impure ones (see figure
7.4). The “observed” data was created by mixing the pure spectra according to the
mixture maps. Again, a Poisson noise model was used to simulate instabilities in the
data acquisition process (cf. section 3.3.1). Samples from the noisy dataset were used
to train a random forest with 250 trees and 100 samples per class. After training, the
whole dataset was classified and a set of probability maps was obtained. A total of three
experiments was performed: In the first experiment, the mixture map contained pure
and impure regions, but training was performed with samples from the pure regions
only (yielding a 3 class problem). For experiment 2, the same setting as in experiment
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Figure 7.4.: The figure shows the ground truth mixture maps that were used for sim-
ulating data. In all experiments, we used three ground truth spectra and mixed them
according to the mixture maps shown above. White areas correspond to a pure concen-
tration, black indicates that this class is absent at the respective location. The correct
boundaries–if unambiguous–are also given.

1 was used, but each mixture area was considered an individual class, and the classifier
was trained with samples from each of them (yielding a 6 class problem). The last
experiment demonstrates the influence of the threshold of the multivariate watershed on
the obtained segmentation.

Real-World Data. We also applied the methods to the SIMS MSI data of slice S7
(cf. section 4.3.1). Two of its over 4,000 mass over charge channels are shown in figure
7.1. A random forest classifier with 250 trees and 100 samples per class was used.

7.3.2. Postprocessing

The obtained segmentation maps typically contain oversegmentation. We use watershed
dynamics [91, 30] to amend this problem. For each edge, that is for each pair of adjacent
basins, a dynamics value is calculated from the distances between the basins’ minima
and the minimum height of the dividing edge. Edges with a dynamics value that is below
a given threshold are removed, and the respective basins are merged.

7.3.3. Evaluation Criteria

The true edges as well as the watersheds obtained with the topographic distance water-
shed algorithm lie between the pixels of the grid. We use inter-pixel edges represented
on a half-integer grid to quantitatively compare the estimated edge map Eest with the
ground truth edge map Egt. The Baddeley distance [13] over all pixels v is employed as
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Figure 7.5.: The Gale-Shapley algorithm for solving the stable marriage algorithm is
used to assign points in the obtained edge map Eest to points in the ground truth edge
map Eesti . Note that not all points have a partner.

a dissimilarity measure:

distBad(Egt, Eest) =

[
1

K

K∑

v=1

|DT (v,Egt) −DT (v,Eest)|q
]1/q

. (7.13)

DT (v,E) is the closest distance between pixel v and any of the edges in the edge map
E [181]. In our study, q was set to 2, and we only considered distances up to 5 pixels,
i.e., pixels that were more than 5 pixels away from any edge in both of the edge maps
were ignored. The Baddeley distance penalizes both over- and undersegmentation. Since
the optimal dynamics threshold value is different for the various watershed algorithms
under consideration, for each method the best dynamics threshold with respect to the
Baddeley distance was chosen.

Besides using the Baddeley distance, we quantify the segmentation quality by means
of sensitivity and specificity. The former measures which percentage of the true edges are
identified by a method, the latter how many background points are wrongly classified as
edges. Since the edges in the obtained segmentation maps Eesti can be slightly displaced
from their true positions in Egt, we first match them to the ground truth edges. To
this aim, we employ the Gale-Shapley algorithm [77] that is best known for solving the
stable marriage problem. This method uniquely assigns each pixel in Eesti to a close
pixel in Egt as long as the maximum distance is below a given threshold, here 2 pixels
(see figure 7.5). Edge pixels in Egt without a “partner” in Eesti are considered false
negatives (FN, indicating undersegmentation), edge pixels in Eesti without a partner
in Egt are false positives (FP, oversegmentation), pairs are considered true positives
(TP), and the rest are true negatives (TN). We then calculate sensitivity = TP

TP+FN and
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specificity = TN
FP+TN . An estimate for the test error is obtained by testing the watershed

methods on an independent test image set using the same parameter settings. Training
and test set differ in geometry and class mixtures (cf. figure 7.4).

7.4. Results

The kernel density estimation watershed features two kernel parameters σspat and σprob

that need to be specified. To allow for a fair comparison, we calculated the segmentations
for a variety of different parameter settings from a given range, and the best settings
for the training set were used. In experiment 1, the best choices were σspat = 2.0 and
σprob = 1.0, and in experiment 2 the best settings proved to be σspat = σprob = 1.0. Sim-
ilarly, different structuring elements can be used for the calculation of the morphological
gradient. We experimented with discs of varying sizes and found a radius of 1 to be most
adequate. Results for the three experiments are given in figures 7.6,7.7,7.8,7.97.10 as
well as in table 7.1.

7.5. Discussion

We next discuss the outcome of the experiments described in section 7.3.

7.5.1. Experiment 1: 3-Class Problem

Regarding the training set, the results of Malpica’s tensor and especially the Dirichlet
approach are very close to the ground truth (cf. figure 7.6 and table 7.1). The Dirichlet
boundary indicator reliably finds edges between different pure mixtures and impure
mixtures and results in straight boundary lines (cf. figure 7.7a). The optimal dynamics
threshold for the kernel density-based method leads to oversegmentation in the lower
right part of the image, but the remaining part of the image is well segmented. The
Gini impurity watershed and the multivariate watershed accurately identify boundaries
between pure mixture areas but have some problems to detect boundaries that separate
impure regions (cf. figure 7.7b). This task is indeed difficult for most of the methods
since the classifier output shows a relatively low gradient in these areas. The Gini
impurity watershed itself cannot detect edges between pure and highly impure regions
since highly impure mixtures have a high Gini boundary indicator and are therefore
interpreted as boundaries instead of regions. However, in the postprocessing step, some
of these boundaries are removed by merging basins, and the real edges can be recovered.
The multivariate watershed assigns both of the two regions in the lower left of figure
7.7c to the same basin type (class). Consequently, the boundary pixels are reduced
to jumps in the distance function, which are used to construct the boundary indicator
maps. The oversegmentation of the 50% to 50% mixture area results from the fact that
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depending on the Poisson noise, the pixels are randomly assigned to classes 1 and 2.
Here, some smoothing prior to the watershed segmentation could improve results. In
contrast to all other methods (including the summation of morphological gradients), the
multivariate watershed is able to reconstruct the contours in areas of narrow bends (cf.
figure 7.7d+e).

On the test set, the morphological gradients, the Dirichlet boundary indicator and the
Gini impurity perform best. The latter leads to the best distance value, partly because it
is least oversegmented. However, some of the boundaries are less accurate but displaced
by a few pixels.

7.5.2. Experiment 2: 6-Class Problem

One can argue that the 3 mixture areas (with 25%, 50% and 75% contributions) show
clear spatial extent and constitute classes in their own right. Thus, in experiment 2 we
trained the classifier with samples from 6 classes. Table 7.1 and figure 7.8 show that in
this scenario both the Gini impurity and the multivariate watershed achieve good to very
good results. Especially the edges between pure and impure areas are now much better
identified by the Gini impurity watershed (cf. figure 7.7f). The multivariate watershed
even results in a perfect reconstruction of all boundaries and thus in the best sensitivity
and specificity values. The kernel density estimate and Dirichlet boundary indicators
again compete well with the existing methods.

7.5.3. Experiment 3: Influence of the Threshold Parameter

Figure 7.9 shows how the threshold parameter of the multivariate watershed can be used
to influence the segmentation result. The threshold is varied such that the proportions
of classes 2 and 3 remain constant. In contrast, the first class is emphasized compared to
the other two. It can be seen from the two segmentation results that the border between
classes 2 and 3 remains unchanged whereas the border between classes 1 and 3 is shifted
in favor of class 1. By setting the threshold, the user can control the class weights. Thus,
the multivariate watershed provides the user with more control over the segmentation
result than other methods like the watershed based on morphological gradients.

7.5.4. Real-World Data

Figure 7.10 shows the results of the different watershed methods applied to the MSI
dataset (postprocessed with watershed dynamics). The optimal parameters have been
tuned manually. Judging from visual inspection and considering the approximate man-
ual segmentation (cf. figure 7.2), all approaches lead to reasonable results. However,
some oversegmentation remains that cannot be removed with the concept of watershed
dynamics.
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7.6. Conclusion

Figure 7.6.: Experiment 1: Segmentation results on training (top) and test set (bottom)
after training of the classifier with samples from pure mixture regions only.

7.6. Conclusion

We have introduced four watershed-based methods for the segmentation of multivari-
ate compositional data: the Gini impurity watershed, the Dirichlet boundary indicator
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7. Multivariate Watershed Segmentation of Compositional Data

Figure 7.7.: Experiment 1: Zoomed-in areas of the segmentation results. See text for
interpretations.

Experiment 1
method threshold distance sensitivity specificity

morphological+sum 0.0502 2.4958 0.9396 0.9864

morphological+supremum 0.0752 2.4835 0.9423 0.9855

tensor 0.0019 3.1687 0.9710 0.9702

Gini impurity 0.0576 2.3467 0.8734 0.9906

Dirichlet 0.0033 2.5908 0.9311 0.9882

kernel density estimation 0.0013 3.2484 0.9206 0.9757

multivariate 0.0118 4.7705 0.9965 0.8917

Experiment 2
method threshold distance sensitivity specificity

morphological+sum 0.0502 0.2193 0.9408 0.9995

morphological+supremum 0.0752 0.3150 0.9253 0.9997

tensor 0.0019 0.2000 0.9648 0.9996

Gini impurity 0.0576 0.3755 0.9199 0.9999

Dirichlet 0.0033 0.2955 0.9210 0.9999

kernel density estimation 0.0013 0.4054 0.9001 0.9998

multivariate 0.0118 0.0 1.0 1.0

Table 7.1.: The results obtained on the test set show that there is no clear winner.
However, the methods introduced in this chapter compete well with existing ones.

watershed, the kernel density estimate-based watershed and the multivariate watershed.
The former three approaches use novel techniques to obtain a scalar boundary indicator
map that is used as an input for the classic watershed transform. The latter general-
izes the definition of the classic watershed for multispectral compositional data. In our
experiments on simulated and real-world MSI data, no overall best performing method
could be identified. However, the methods introduced in this chapter have been shown
to compete well with existing methods and are superior in some scenarios.

132



7.6. Conclusion

Figure 7.8.: Experiment 2: Segmentation results on training (top) and test set (bottom)
after training of the classifier with samples from six classes.
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7. Multivariate Watershed Segmentation of Compositional Data

Figure 7.9.: Experiment 3: The user can influence the outcome of the segmentation by
selecting the threshold parameter of the multivariate watershed. Changing the threshold
from T1 = [1/3; 1/3; 1/3] to T2 = [1/7; 3/7; 3/7] corresponds to shifting the threshold on
the simplex (left) and leads to an accentuation of class 1 (red). The boundaries between
classes 2 and 3 remain unchanged.

Figure 7.10.: Segmentation results on the real-world data with manually selected pa-
rameters.
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Chapter 8

Conclusions and Perspectives

The potential of mass spectrometry imaging (MSI) has been demonstrated in many case
studies (e.g., [92, 127, 190, 191, 233, 32]), and the technology has been attributed as
“very promising” [161] or even “pioneering” [126]. However, it is doomed to fail without
the availability of efficient, reliable, and robust algorithms that can handle the enormous
amount of data produced by state-of-the-art instruments [66].

In this thesis, we have developed and deployed novel methods for the analysis of mass
spectrometry images. First, we have proposed the application of probabilistic latent
semantic analysis (pLSA) for concise representation of mass spectrometry images, and
have shown that this method constitutes a valuable tool for unsupervised decomposition
of MSI data in exploratory settings. We have then successfully used the random forest
classifier for automated annotation of MSI data (“digital staining”) as well as analyzed
the influence of the preprocessing methods on the obtainable classification results. To
reduce labeling costs and time, we have established a novel multi-class active learning
algorithm for efficient annotation and classification of large MSI datasets. Our method is
especially useful if the variability between the analyzed datasets is high or the classifier
has to be trained anew on each set. A natural step after classification is to segment
the data into coherent regions. For this purpose, a multivariate generalization of the
popular classic watershed transform as well as three novel strategies to create boundary
indicator maps were introduced.

Detailed discussions of these methods as well as concluding remarks can be found at
the end of the respective chapters and are omitted here. Instead, we focus on interesting
directions of future MSI research.

8.1. Standardization and Improved Reproducibility

MS and MSI are continuously moving closer to clinical application [73, 161, 193, 192,
223]. However, we observe that reproducibility is still a major challenge in MSI ex-
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periments (cf. chapter 5). Depending on the instrument and the spatial and spectral
resolution at which the tissue is analyzed, the data may be characterized by rather low
signal to noise ratios and high variability between measurements. Recent efforts thus
seek to standardize the output of proteomics experiments to improve data quality and
comparability [210, 200, 65]. Similar considerations exist for mass spectrometry imaging
[24, 74, 90, 135]. This is an important stepping stone on the way to clinical application
of MSI.

8.2. Advances in Biomarker Discovery

The determination of biomarkers for diseases like cancer or Alzheimer plays a pivotal
role in clinical research. In this thesis we have employed the mean decrease accuracy cri-
terion to identify biomarker candidates for different kinds of human breast cancer tissue
based on high-dimensional MSI data. However, although good results were obtained,
this feature importance score does not explicitly consider correlation effects which are
intrinsic to MSI data. It would thus be interesting to explore recently introduced al-
ternative approaches [207, 62, 143, 241] that have been reported to deliver superior
performance under potentially strong feature correlation.

8.3. Survival Analysis and Personalized Medicine

Another main direction of current MS and MSI research is personalized medicine. For
instance, mass spectra can be correlated with survival information or information on
therapy success [191, 233]. The hope is to obtain reliable estimates for the survival
time of a patient and to determine which therapy is the most promising one. Here, the
development and application of novel methods like random survival forests [108] may
be promising.

8.4. Improved Feature Extraction, Identification, and

Quantitation

The continuous increase in spatial and spectral resolution makes high demands on data
analysis procedures but at the same time takes MSI analysis to a new level. For instance,
improvements in the spectral resolution of MS images will finally allow for feature ex-
traction with advanced peak pickers like Nitpick [173] or THRASH [102] that require
isotope resolution. In this setting, spatially regularizing the peak picking, e.g., by using
an adaptive lasso [240]-based approach, may make feature extraction more robust to
noise.
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8.4. Improved Feature Extraction, Identification, and Quantitation

In recent years, the combination of MSI with identification by means of MS2 has be-
come increasingly popular [135]. By acquiring MS2 information for the most prominent
peaks in the MS1 spectra of an MS image, identification of compounds becomes possi-
ble. However, acquiring MS2 information for all major peaks, that is in all spectra, is
extremely time-consuming, and the acquisition times can turn into a serious bottleneck.
Here, the application of active learning algorithms that exploit the redundancy in MSI
datasets may be instrumental. With a smart selection of spatial positions and precursor
ions, the acquisition of MS2 spectra might be guided such that acquisition times are
significantly reduced while all relevant information is kept.

With recent advances in technology, the quantitative side of mass spectrometric anal-
ysis is starting to take center stage (e.g., see [237, 226, 149]). Local quantitation is not
yet possible with MSI [98] but is likely to draw major attention as soon as the technology
makes this possible.
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Frequently used Abbreviations

AIC Akaike Information Criterion
AL Active Learning
BIC Bayesian Information Criterion
Da Dalton
FN False Negatives
FP False Positives
FT-ICR MS Fourier Transform Ion Cyclotron Resonance Mass Spectrometry
HE Hematoxylin and Eosin
HER2 Human Epidermal growth factor Receptor 2
ICA Independent Component Analysis
KL divergence Kullback-Leibler divergence
LC/MS Liquid Chromatography Mass Spectrometry
MALDI Matrix Assisted Laser Desorption/Ionization
MLE Maximum Likelihood Estimation
MRF Markov Random Field
MS Mass Spectrometry
MS2 synonym for tandem MS or MS/MS
MSI Mass Spectrometry Imaging (also: imaging mass spectrometry)
NN-PARAFAC Non-Negative PARAllel FACtor analysis

Table 8.1.: Frequently used abbreviations (1).
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PCA Principal Component Analysis
pLSA probabilistic Latent Semantic Analysis
ppm parts per million
PPV Positive Predictive Value
RS Random Sampling
SE SEnsitivity
SIMS Secondary Ion Mass Spectrometry
SSL Semi-Supervised Learning
SVM Support Vector Machine
TIC Total Ion Count (also: Total Ion Current)
TN True Negatives
TOF Time Of Flight
TP True Positives
VVM Vector-Valued Median

Table 8.2.: Frequently used abbreviations (2).
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• M. Hanselmann, U. Köthe, M. Kirchner, B.Y. Renard, E.R. Amstalden, R.M.A.
Heeren, F.A. Hamprecht (2009). Automated Classification and Grading of Tumors
in Mass Spectrometric Images using postprocessed Random Forests. Proc. of

148



the 57th ASMS Conf. on Mass Spectrometry and Allied Topics, Philadelphia,
Pennsylvania, USA.

• B.M. Voss, B.Y. Renard, A. Kreshuk, M. Hanselmann, U. Köthe, H. Steen, J.A.J.
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[57] S.-O. Deininger, M.P. Ebert, A. Fütterer, M. Gerhard, and C. Röcken. MALDI
imaging combined with hierarchical clustering as a new tool for the interpretation
of complex human cancers. Journal of Proteome Research, 7(12):5230–5236, 2008.

[58] A. Delong and Y. Boykov. Globally optimal segmentation of multi-region objects.
Int. Conf. on Computer Vision (ICCV), pages 285–292, 2009.

155



Bibliography

[59] J. D’Errico. Shape language modeling (SLM) toolbox.
http://www.mathworks.com/matlabcentral/fileexchange/24443-slm-shape-
language-modeling, 2009.

[60] R. Diaz-Uriate and S. Alvarez de Andrés. Gene selection and classification of
microarray data using random forest. BMC Bioinformatics, 7(3):1–13, 2006.
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