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sinterpretability is the degree to which a human
can understand the cause of a decision.”

Miller, Tim. 2017. “Explanation in Artificial Intelligence: Insights from the Social Sciences.”



Approach 1: Create Simple Models

Purchase

Apartment
building

Office building

Warehouse

Good economic
conditions (.60)

Poor economic
conditions (.40)

Good economic
conditions (.60)

Poor economic
conditions (.40)

Good economic
conditions (.60)

Poor economic
conditions (.40)

@ 550,000

@ $30,000

@ 100,000

® 540,000

@ $30,000

® 510,000

Image: http://pooptronica.com/decision-tree-diagram.html

Small decision tree



Approach 2: Design Simple Explanations
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Image: sklearn k-means examples

Visualization of Complex Problems
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What is Interpretability for a
Machine Learning model?



Interpretability as a Latent Property

Properties of the Properties of
system design human behavior

Numbers of features
/ Ability to debug
Model type
(e.g. linear) /

Ability to simulate
User Interface

Ability to correct erros

Ability to verify

Clear vs. black box




Interpretability is not a purely computational problem.

Interdisciplinary approaches necessary to address it.



Legal Necessity

* X
* *

EU General Data

Yy GDPR % Protection Regulation

25 May 2018

* *
* o *

Image: https://woocommerce.com/2017/12/gdpr-compliance-woocommerce/

The data controller shall provide ,,meaningful information about the
logic involved, as well as the significance and the envisaged
conseqguences of such processing.



Different Users Different Needs

Explain prediction Make better decisions Debug model

Approach A

Data scientists Approach C

Lay people 9 9 9

Regulators Approach B



Papers

[1] Manipulating and Measuring Model Interpretability, February 2018
Forough Poursabzi-Sangdeh, Daniel G. Goldstein, Jake M. Hofman, Jennifer Wortman Vaughan,
Hanna Wallach

[2] How do Humans Understand Explanations from Machine Learning Systems? An Evaluation
of the Human-Interpretability of Explanation, February 2018
Menaka Narayanan, Emily Chen, Jeffrey He, Been Kim, Sam Gershman, Finale Doshi-Velez
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Goal of paper [1]: Apply approach to understand the
fundamental properties of human behavior relevant to
interpretabillity.
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Properties of the
system design

Numbers of features

Model type
(e.g. linear)

User Interface

Clear vs. black box

Interpretability
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Properties of the
users

/ Ability to debug

\ Ability to simulate
Ability to correct erros



Predictive Tasks

e Participants asked to predict the prices of apartments in New York with
the help of a (linear regression) model

Properties Model

# Bedrooms 2 \

# Bathrooms Em::i:"::]—p X $350,000
Square footage 1140 . X $1000

Total rooms 6
D h K \ Model’s prediction
ays on the market 47 —_—
ok ) $1,600,000
811

Maintenance fee ($)

Subway distance (miles) 0.122

School distance (miles) 0.278

$(-260,000) }

\ 4

Adjustment
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Experiment [1]

e 1250 participants from Amazon Mechanical Turk

 Variation of e i
- Number Of features # Bathrooms f“;”]—> X $350,000 \
- Black-box vs. clear models e H-

PY Measurements taken Days on the market 47 >_‘\f:;\‘__’ 0$:162§’1:0(;c ion
1 Maintenance fee ($) 811
- Trust in the model
- SimUIatability School distance (miles) 0.278
- Error of the user’s predictions o

Subway distance (miles) 0.122

$(-260,000) /

v
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Experimental Conditions

Properties

# Bedrooms

# Bathrooms

Square footage

A4

Total rooms

Days on the market

Maintenance fee ($)

Subway distance (miles)

School distance (miles) E04278 1’

Properties

# Bedrooms

Model

# Bathrooms

Square footage

Total rooms

Days on the market

Maintenance fee ($)

Subway distance (miles) 0.122

School distance (miles) 0.278

Model

[
|

{
L

[Model’s prediction

| $1,600,000
-

Model’s predi
$1,600,000
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Properties

Model

# Bedrooms

# Bathrooms

Square footage

Total rooms

Days on the market

Maintenance fee ($)

Subway distance (miles)

A\ 4

\

X $350,000

X $1000

School distance (miles) ‘;‘ 9_2“78_:‘
Adjustment > $(-260,000) }
Properties Model

# Bedrooms [::Z_j »! X $90,000 \
# Bathrooms [ 2 xs$35000
Square footage m » X $1000
Total rooms E > X $(-25,000)
Days on the market E’E’—j » X $(-200) -+ )=t
Maintenance fee ($) 811 » X $(-110)
Subway distance (miles) [_9_1_2‘2‘1 »| X $100,000
School distance (miles) —5“2_7? » X $100,000

Adjustment

v

$(-260,000) /

Wodel’s pre
=T

i
14

$1,600,000



Experimental Conditions

Properties

# Bedrooms

# Bathrooms
Square footage
Total rooms

Days on the market
Maintenance fee ($)

Subway distance (miles)

School distance (miles) {ﬁ

Model

# Bedrooms

# Bathrooms
Square footage
Total rooms

Days on the mark

Maintenance fee (

Subway distance (nflles) 0.122
School distance (mil&) 0.278

Model

ATt B e

Model’s prec

|
}

2-feature,
Black-box

$1,600,000

8-feature,
Black-box

$1,600,000
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Properties

Model

# Bedrooms

# Bathrooms

\

X $350,

Square footage

Total rooms

Days on the market

Maintenance fee ($)

Subway distance (miles) L

School distance (miles) Eﬁ 0.278

bid

X $1000

y

Adjustment

/~\

$(-260,000) }

[ Model’s prediction

—|

Propertls Model
# Bedrooms X $90,000 \
# Bathrooms $350,000
Square footage E}E > $1000
Total rooms E > $(-25,000)
Days on the mar Dz—j > $(-200)
Maintenance fee 811 > $(-110)
Subway distance (rfiles) —> $100,000
School distance (mil§) X $100,000
Adjustment $(-260,000) /

f

2-feature,
Clear

$1,600,000

8-feature,
Clear

! $1,600,000
| -




Experimental Condit

Properties

# Bedrooms
# Bathrooms
Square footage

Total rooms

Days on the market

Maintenance fee ($) |81l

PRI
Subway distance (miles) | 0122 |

School distance (miles) | EEZQ

Properties

# Bedrooms
# Bathrooms

Square footage

Total rooms

Days on the market

Maintenance fee ($)

Subway distance (miles)

School distance (miles)

2-feature,
Black-box

odel’s prediction

$1,600,000

8-feature,
Black-box

$1,600,000
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Properties

Y, Model

I0NS
"\

\ 2-feature,

# Bedrooms

# Bathrooms
Square footage
Total rooms

Days on the market

School distance (miles)

X $350,000

X $1000

| o278 |

Adjustment

$(-260,000) )

Properties

# Bedrooms

# Bathrooms
Square footage
Total rooms

Days on the market
Maintenance fee ($)

Subway distance (miles)

School distance (miles)

X $90,000 \
X $350,000
X $1000

X $(-25,000)

X $(-200)

\ 4

X $(-110)

X $100,000

X $100,000

Adjustment

$(-260,000) /

Clear

$1,600,000

8-feature,
Clear

odel’s predictio;‘
$1,600,000




Experimental Cond

Propertles’

# Bedrooms i 2 ]

# Bathrooms

Square footage

Total rooms L 6 :_!

Days on the market L 47
P —

Maintenance fee ($) L_gl_l »]

. . 197
Subway distance (miles)ly | 0.122 |

School distance (miles) W! 042‘7*8M’§

A\

# Bedrooms
# Bathrooms
Square footage

Total rooms

Model

2-feature,
Black-box

Days on the market

Maintenance fee ($)

Subway distance (miles)

0.278

School distance (miles)

:

Model

8-feature,
Black-box

$1,600,000
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N

Propertles

# Bedrooms

# Bathrooms
Square footage
Total rooms

Days on the market
Maintenance fee ($)

Subway distance (miles

School distance (miles)

itions

Adjustment

Model

X $350,000

X $1000

$(-260,000) )

Model’s prediction

2-feature,
Clear

$1,600,000

Propertie! \ Model
# Bedrooms X $90,000 \
# Bathrooms X $350,000
Square footage X $1000
Total rooms X $(-25,000)
Days on the market X $(-200)
Maintenance fee ($) X $(-110)
Subway distance (mile X $100,000
School distance (miles) X $100,000

Adjustment

$(-260,000) /

8-feature,
Clear

P\Zodel’s predictio;

! $1,600,000
| S—




Training Phase - Experimental Interface

10 Apartments for each user

Properties Model
# Bedrooms 2 \
# Bathrooms [ 2 s x$350,000 1. Participants were shown the
Square footage (a0 > x$1000 apartment and their prediction
Total rooms 6

— Model’s prediction . . .

Days on the market 17 >—“\)—* o 2. Participants had to make their own
Maintenance fee ($) 811 pred iCtionS
Subway distance (miles) 0.122
School distance (miles) | 0.278 3. Participants were shown the real
Adjustment > w$ (260000) } Val ues
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Test Phase - Experimental Interface \1

Properties

# Bedrooms

# Bathrooms
Square footage
Total rooms

Days on the market
Maintenance fee ($)

Subway distance (miles)

School distance (miles)

Model

A 4

o122 |
Lo

[ 0278 |
| I | |

v

Adjustment

\

X $350,000

X $1000

$(-260,000) }

1. Participants were asked to guess
what the model will predict

%@_* n (simulatablity).

2. Participants were asked in their
confidence in their prediction.

What do you think the model will predict?

0 01 02 03 04 05 06 O 08 0.9 1 11 12 13 14 15 16 17 18 19 2 21 22 23 24 25 26 27 28 29 3
$800,000

How confident are you the model will predict this?

It's likely the model
will predict
something else

1

2

3 4 5

I'm confident the F Trust in the model
0o model will predict

this
20



Test Phase - Experimental Interface \2

Properties

Model

# Bedrooms
# Bathrooms
Square footage
Total rooms

Days on the market

Maintenance fee ($)

—

Adjustment

\

X $350,000

X $1000

[Model’s prediction
~R00C1 S Predictiof
| $1,600,000

| RS —

$(-260,000) /

What you thought the model would predict:

0 01 02 03 04 05 06 OZpy@Beedd 1 11 12 13 14
$800,000

What the model actually predicted:

0 01 02 03

What do you think this apartment actually sold for?

0.4

0 06 0 08 0.9 1 11 12

$600,000

0 01 02 03 04 05 Obuyd @8 09 1 11 12 13 14
$700,000

How confident are you that you got it right?

It's likely | got it

wrong

1 2 3

15

15

1.5

3. What was the apartment actually
sold for? (trust in the model, ability to
make good prediction, based on the
model)

17 18 19 2 21 22 23 24 25 26 27/28 29 3

1.7 18 19 2 21 22 23 24 25 26 27 28 29 3

5
4— Trust in the model
I'm confident | got

21 it right



(Pre-registered) Hypotheses

. The clear, 2-feature model will be easiest for participants to simulate.

. Participants will follow the clear, 2-feature model more than the black-
box, 8-feature model.

. Behavior will vary across conditions when an unusual example leads a
model to make a highly inaccurate prediction. (later)
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(Pre-registered) Hypotheses

. The clear, 2-feature model will be easiest for participants to
simulate.

. Participants will follow the clear, 2-feature model more than the black-
box, 8-feature model.

. Behavior will vary across conditions when an unusual example leads a
model to make a highly inaccurate prediction. (later)
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Mean simulation error

$200k 1

$100k+

$0k-

Result: Simulation Error

Experiment 1: Simulation error

CLEAR-2

CLEAR-8

24

e Simulation Error:
|model prediction - users
guess of model
prediction|

e As hypothesized: lower
simulation error in CLEAR-2
model than others.

* Not only transparency, also
number of features
relevant!



(Pre-registered) Hypotheses

. The clear, 2-feature model will be easiest for participants to simulate

. Participants will follow the clear, 2-feature model more than the
black-box, 8-feature model.

. Behavior will vary across conditions when an unusual example leads a
model to make a highly inaccurate prediction.
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Result: Deviation error

Experiment 1: Deviation

$150k-

$100k+

$50k -

$Ok -

1

Mean deviation from the model

CLEAR-2

CLEAR-8 BB-2

BB-8

26

Deviation error:
|model prediction -
participant’s final prediction|.

Smaller value indicates higher
trust in the model.

Obviously hypothesis does not
hold.

All have the same impact on
peoples predictions.



Prediction error

Experiment 1: Prediction error * Prediction error:
lactual price -

S $300k1 participant’s prediction|
o)
S = =  No significant difference
5 $200k] between the four
8 models.
o

100k 1 . .. .
S s « Baseline condition with
= no model much higher,

$0K- model helps making

CLEAR-2 CLEAR-8 BB-2  BB-8 NO-MODEL better predictions.
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(Pre-registered) Hypotheses

. The clear, 2-feature model will be easiest for participants to simulate

. Do they trust the clear 2 feature model more than the black-box, 8-
feature model?

. Behavior will vary across conditions when an unusual example leads
a model to make a highly inaccurate prediction.
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A bad prediction

Properties Model  Linear regression model
# Bedrooms 1 \ uses high weight for a
# Bathrooms @_. bathroom
Square footage [J_g_@_j—» X $1000
N ; e Two apartments with a high
U >__,-.\j_ Model's prediction number of bathrooms

y 17 T $1,500.00

Mantenance fee (8 | 444 * Are participants, which
Subiway diseatics:(illes) .0, 121 can see the internals,
School distance (miles) | 0.101 able to spot the
Adjustment J scasooon / mistakes?
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Do people differ, if the model is ,,bad“?

Mean deviation from the model

Experiment 1: Deviation in apartment 12

I |

CLEAR-2 CLEAR-8 BB-2 BB-8
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 |f people know when
not to trust a model, we
should see a larger
deviation or higher bars
for the clear models.

 Visibility has no impact



Possible Problem: New
York City prices are
exceptionally high.



Summary of results

Participants are better able to simulate the clear, 2-feature model
compared with the black-box, 8 feature model.

No difference in participants’ deviation from the model across different
conditions (New York prices).

Transparent models do not help the users make better predictions

When the model is wrong, participants in the clear conditions deviate less
than those in black-box.
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Goal of paper [2]: What kind of explanation are truly
human interpretable and which are poorly understood?
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» 600 participants from Amazon Mechanical Turk

Experiment [2]

Data was generated by humans
(could be generated by a machine)

e Variation of

- Explanation size

(length of explanation and output)
- New Types of Cognitive Chunks
- Repeated Terms in an Explanation
- Domain Variation (Recipe, Clinical)

Measurements taken

- Response time

- Accuracy

- Subjective satisfaction
(rating of the explanation)

The alien's preferences:

checking the news and coughing — windy

snowing or humid and weekend — spices or vegetables and grains
embarrassed and grouchy or raining — dairy or vegetables
snowing or windy and energetic — candy or dairy and fruit
grouchy or weekend and windy — spices or grains and fruit

Observations: Saturday,
coughing, checking the news

Recommendation: bagel, rice,
Is the alien happy strawberry

with his meal? m

Yes No

Submit Answer

34

Ingredients:

Vegetables: okr§ carrot, spinach
Spices: turmericfthyme, cinnamon
Dairy: milk, buttf§r, yogurt

Fruit: mango, stfpwberry, guava
Candy: chocolatly, taffy, caramel
Grains: bagel, rige, pasta



Hypotheses and Interface

The alien's preferences:

Increasing the size of the explanation checking the news and coughing » windy
snowing or humid and weekend — spices or vegetables and grains

either preferences Or recommendations embarrassed and grouchy or raining — dairy or vegetables

snowing or windy and energetic — candy or dairy and fruit

WOUId increase the time to perform the grouchy or weekend and windy — spices or grains and fruit
task.

Observations: Saturday, Ingredients:

coughing, checking the news )
+ Vegetables: okra, carrot, spinach

+ Spices: turmeric, thyme, cinnamon

* Dairy: milk, butter, yogurt

* Fruit: mango, strawberry, guava

+ Candy: chocolate, taffy, caramel
Recommendation: bagel, rice, * Grains: bagel, rice, pasta

Is the alien happy strawberry
with his meal?

Adding cognitive chunks increases the
time required to process an explanation.

If an input condition appeared in several
lines of the explanation, it increases the Yes  ©No
time too find the correct rule.

Similar results for the clinical domain.
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Explicit vs. Implicit

e Variations from explicit to
implicit

 Checking the news and
coughing -> windy

e gouchy or weekend and
windy

36

The alien's preferences:

checking the news and coughing — windy

snowing or humid and weekend — spices or vegetables and grains
embarrassed and grouchy or raining — dairy or vegetables
snowing or windy and energetic — candy or dairy and fruit
grouchy or weekend and windy — spices or grains and fruit




Satisfaction

Accuracy

Response Time

3
o
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=
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Centered Response Time (s)

Centered Subjective Score

Explanation Size
Explanation Length and
10Number of Output Terms in Recipe Domain

—— Short Output (2 terms)
—— Long Output (5 terms)

0.9

Accuracy
o o
2 &

o
Y

0.5 4

R ‘
Explanation Length
Explanation Length and
GONumber of Output Terms in Recipe Domain

—— Short Output (2 terms)
—— Long Output (5 terms)

&
]

™~
S

o

—204

—40 T T T T T T T T T
5 6 7 8 9 10

3
Explanation Length

Explanation Length and

15Number of Output Terms in Recipe Domain

—— Short Output (2 terms)
— Long Output (5 terms)

4 5 6 7 8 9 10
Explanation Length

Centered Response Time (s)

Centered Subjective Score

New Cognitive Chunks
Number of Cognitive Chunks and
1olmplicit Coghnitive Chunks in Recipe Domain

—— Explicit (abstracted out)
—— Implicit (embedded within)

0.9

Accuracy
e e
2 @

o
Y

0.5

0.4 T T T T T T u u
10 15 2.0 25 3.0 45 5.0

35 4.0
Number of Cognitive Chunks
Number of Cognitive Chunks and
ﬁolmplicit Cognitive Chunks in Recipe Domain

—— Explicit (abstracted out)
—— Implicit (embedded within)

40

20

—40 T T T T T T T T T
10 15 2.0 2.5 3.0 35 4.0 4.5 5.0

Number of Cognitive Chunks
Number of Cognitive Chunks and
15Implicit Cognitive Chunks in Recipe Domain

—— Explicit (abstracted out)
—— Implicit (embedded within)

104

0.5 4

0.0

—0.54

~1.04

=15 T T T T T T T T T
10 15 2.0 25 30 35 4.0 45 5.0

Number of Cognitive Chunks
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Variable Repetition

Accuracy for
Nluomber of Variable Repetitions in Recipe Domain

0.9

Accuracy
I o
2 &

o
Y

0.5 4

0.4 T T T T T T T u
10 15 2.0 2.5 3.0 35 4.0 4.5 5.0

Number of Variable Repetitions
Response Time for
Nyomber of Variable Repetitions in Recipe Domain

40

20

N

-204

Centered Response Time (s)

—40 T T T T T T T T T
10 15 2.0 2.5 3.0 35 4.0 4.5 5.0

Number of Variable Repetitions
Subjective Evaluation for
Nlusmber of Variable Repetitions in Recipe Domain

1.0

0.5

0.04

—~0.54

-1.04

Centered Subjective Score

=15 T T T T T T T T T
10 15 2.0 25 30 35 4.0 45 5.0

Number of Variable Repetitions




Summary of results

Increase in complexity increases response time.
Increase in complexity and response time, less satisfaction.

New Cognitive Chunks increase response time more than variable
repetition.

Response time increased, when new cognitive chunks were made explicit
rather than implicit.
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Conclusion/Future works

Both Approaches: Identifying factors which affect ability to interpret machine learning models.
What factors have the largest/smallest effect on interpretability?
Recent publish papers, topic emerged in 2017 (also due to GDPR).

Some values taken from the ,,system design®, some from the ,humans behavior®, more values
to be evaluated.

Focus only on lay people, no specific group (e.g. regulators).
User biased due to mechanical turk?

What kind of explanation are best in what context? (Decision tree, Pseudocode)
Different approaches need to be tested.
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Thank you!



