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® Fig. 1: A Jenga playing robot.
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Fig. 3: Baseline comparison.
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Fig. 1. Robot setup. (A) Physical setup consisting of the robot, Jenga tower, Intel RealSense D415 camera, and ATI Gamma force/torque sensor (mounted at the wrist).

(B) Machine intelligence architecture with the leamed physics model.

Fig. 4:Experimental setup.
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Fig. 7. The vision system. (A) We use a 280-by-280 patch with the tower at the center. For clarity, in this figure, we crop the irrelevant regions on both sides.
A C

(B) Segmented blocks. (C) For a single push, we identify the block being pushed and, based on its associated segment, infer the underlying pose and position
of the block using an HMM.

* Convolutiona
* Hidden Markov Model (HMM)
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Fig. 4. Learned intuitive physics. (A)

4 " ‘ Overlay of the analytical friction cone and predicted forces given the current measurements. The friction coefficient between the
inger material (PLA) and \‘rvood is between 0.35 and 0.5; here, we use 0.42 as an approximation. (B) Normal force applied to the tower as a function of the height of the
tower. Each box plot depicts the minimum, maximum, median, and standard deviation of the force measures.
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Fig. 7: Analyzing the force.
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Fig. 6. Controlled block pushing. The robot selects the point on the block and the appropriate angle to push with such that it realigns the block with the goal
configuration. Here, the block is beginning to rotate counterclockwise and is starting to move out of the tower. The robot selects a point close to the edge of the block
and pushes it back in toward the tower center. We convert angles to normalized distances by scaling with the radius of gyration of the block (0.023 m). We have
exaggerated the block translation to illustrate the fine-grained details of motion.

Fig. 8: Block trajectory



B i e e s N B B e S T e

Table 1. Summary statistics for exploration and learned physics.
A comparison of the performances of the robot using the exploration
strategy and the learned model.

Block position Action Exploration Learned

Attempts Successes Attempts Successes

172 (42.7%) 96 (45.8%)

23 (82.1%)

Fig. 9: Strategy statistics.
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* Electronic ass esponse, etc.

* Great example on how games can be used as a testing ground
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If you have some time to spare watch someone play Jenga in Just Cause 3 ;)

All he has is the visual input and his own knowledge about physics. s/27,2019
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Fig. 6: https://en: —jenga-like-youve-never-played-it-before.htm

Video about the Jenga pIn ob v=01j_amoldMs

Video about Just Cause 3: Jenga!: https://www.youtube.com/watch?v=V6KvekkS7so
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https://openai.com/blog/openai-baselines-ppo/
http://news.mit.edu/2019/robot-jenga-0130
https://newatlas.com/mit-jenga-playing-robot/58276/
https://robotics.sciencemag.org/content/4/26
https://medium.com/syncedreview/ai-gaming-gets-physical-mit-robot-plays-jenga-e911fbaebdff
https://entertainment.howstuffworks.com/leisure/traditional-games/how-to-play-jenga-like-youve-never-played-it-before.htm
https://www.youtube.com/watch?v=o1j_amoldMs
https://www.youtube.com/watch?v=V6KvekkS7so

