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Abstract

We consider the maximum-a-posteriori infer-
ence problem in discrete graphical models
and study solvers based on the dual block-
coordinate ascent rule. We map all existing
solvers in a single framework, allowing for a
better understanding of their design princi-
ples. We theoretically show that some block-
optimizing updates are sub-optimal and how
to strictly improve them. On a wide range of
problem instances of varying graph connec-
tivity, we study the performance of existing
solvers as well as new variants that can be
obtained within the framework. As a result of
this exploration we build a new state-of-the
art solver, performing uniformly better on the
whole range of test instances.

1. INTRODUCTION

Discrete graphical models, one of the most sound and
powerful frameworks in computer vision and machine
learning, is still used in many applications in the era
of CNNs. Graphical models effectively encode domain
specific prior information in the form of a structured
cost function, which is often hard to learn from data
directly. With an increase in parallelization, fast dual
block-coordinate ascent algorithms (BCA) have been
developed that allow their application e.g . in stereo [1],
optical flow [2], 6D pose estimation [3]. Combined
and jointly trained with CNNs they can create more
powerful models [4, 5]. They can also provide efficient
regularization for training of CNN models [6, 7, 8]. Ap-
plications where structural constraints must be fulfilled
(e.g . [9]) or the optimality is required also significantly
benefit from fast computation of good lower bounds by
such methods [10, 11].

In this work we systematically review the existing BCA
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methods. Despite being developed for different dual
decompositions, they can be equivalently formulated
as BCA methods on the same dual problem. We con-
tribute a theoretical analysis showing which block up-
dates are sub-optimal and can be improved. We per-
form an experimental study on a corpus of very diverse
problem instances to discover important properties
relevant to algorithm design. Such as, which types
of variable updates are more efficient, or whether a
dynamic or static strategy in sub-problem selection is
better, etc. One observation that we made is that there
is currently no single algorithm that would work well
for both, sparse and dense problems. With this new
comparison and theoretical insights, we synthesize a
novel BCA method, that selects subproblems automat-
ically adapting to the given graph structure. It applies
the type of updates that are more expensive but which
turn out to be more efficient and performs universally
better across the whole range of the problems in the
datasets we used.

1.1 Related Work

Inference in graphical models is a well-known NP-hard
problem. A number of solvers with different time com-
plexities and guarantees, utilized in different applica-
tions, is surveyed in [19, 20]. The linear-programming
approach and the large family of associated methods is
well covered in [21, 22]. In this work we focus on BCA
methods, which appear to offer the best lower bounds
with a limited time budget for pairwise models with
general pairwise interactions. These methods can be
used to obtain fast approximate solutions directly, or to
efficiently reduce the full combinatorial search [10, 11].
Many BCA methods have been proposed to date and
we selected in Table 1 a mostly complete and repre-
sentative list of the state-of-the-art BCA algorithms.
Some of these methods were originally obtained for dif-
ferent dual formulations, based on the decompositions
into larger subproblems (TRW-S, TBCA, DMM). Although,
it is known that these duals are equivalent in the opti-
mum [22, 23], it has been believed that optimizing a
stronger dual can be more efficient. Works [24, 25] pro-
posed a unified view of several MAP and sum-product
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Abbreviation Authors Method Name Type of blocks / updates

MSD Schlesinger and Antoniuk [12] Min-Sum Diffusion
Node-adjacent, isotropic

CMP Hazan and Shashua [13, Alg.5] Convex Max Product
TRW-S Kolmogorov [14] Tree-Reweighted Message Passing

Node-adjacent, anisotropic
SRMP Kolmogorov [15] Sequential Reweighted Message Passing
MPLP Globerson and Jaakkola [16]

Max-Product Linear Programming Edges
MPLP++ Tourani et al. [3]
DMM Shekhovtsov et al. [1] Dual Minorize-Maximize Chains, hierarchical

TBCA
Sontag and Jaakkola [17] Tree Block Coordinate Ascent Trees, sequential
Tarlow et al. [18] Dynamic Tree Block Coordinate Ascent Dynamic trees, sequential

Table 1: Surveyed block-coordinate ascent algorithms.

algorithms as BCA methods. However, the dual objec-
tives were different per method (derived from different
region graphs [24], resp. splittings [25]) and the algo-
rithms operate with messages and beliefs. We consider
a single dual for all methods, following the more recent
understanding of TRW-S [15], and all algorithms are
explicitly updating the same dual variables.

We study the issue of non-uniqueness of the block max-
imizers in BCA methods and their influence on the
overall algorithmic efficiency. Tourani et al. [3] shows
that MPLP method can be significantly improved by a
small modification in the choice of block maximizers.
We generalize these results to chain and tree subprob-
lems. Werner and Pr̊uša [26] study the effect on fixed
points.

Our code is available at https://gitlab.com/

tourani.siddharth/spam-code. Proofs of all mathe-
matical statements can be found in the appendix.

2. MAP INFERENCE WITH BCA

MAP-Inference Problem Let G = (V, E) be an
undirected graph with the node set V and edge set E .
A labeling y : V → Y assigns to each node u ∈ V a
discrete label yu ∈ Y, where Y is some finite set of
labels, w.l.o.g. assumed the same for all nodes. For
brevity we will denote edges {u, v} ∈ E as just uv. For
each node u ∈ V and edge uv ∈ E there are associated
the following local cost functions: θu(s) ≥ 0 is the cost
of a label s ∈ Y and θuv(s, t) ≥ 0 is the cost of a label
pair (s, t) ∈ Y2, where the non-negativity is assumed
w.l.o.g. Let also Nb(u) denote the set of neighbors of
node u in G.

In the well-known paradigm of MRF / CRF models,
the posterior probability distribution is defined via the
energy E(y) as p(y) ∝ exp(−E(y)) and the maximum a
posteriori (MAP) inference problem becomes equivalent
to finding a labeling which minimizes the energy (total
labeling cost): y∗ =

arg min
y∈YV

[
E(y | θ) :=

∑
v∈V

θv(yv) +
∑
uv∈E

θuv(yuv)
]
. (1)

Reparametrizations The representation of the en-

ergy function E(y | θ) as the sum of unary and pairwise
costs is not unique: there exist many cost vectors θ′

such that E(y | θ) = E(y | θ′) for all labelings y ∈ YV .
Such cost vectors are called equivalent. All cost vectors
equivalent to θ can be obtained as (e.g ., [21]):

θφu(s) = θu(s)−
∑
v∈Nb(u) φu,v(s), (2)

θφuv(s, t) = θuv(s, t) + φu,v(s) + φv,u(t)

with some reparametrization vector φ = (φu,v(s) ∈ R |
u ∈ V, v ∈ Nb(u), s ∈ Y). This reparametrization
is illustrated in Fig. 1(a). It is straightforward to see
that when substituting (2) into (1) all contributions
from φ cancel out and thus any reparametrized θφ is
equivalent to θ (for the converse, that all equivalent
costs do have such a representation see [21]).

Dual Problem The basic idea, pioneered in pattern
recognition by [27], is the following. In practice there
exist oftentimes a reparametrization with the property
that by selecting the label in each node independently
as yu ∈ arg min θφu a good, or even optimal, solution is
recovered. From an optimization perspective, this is
captured by the lower bound: D(φ) :=∑
u∈V

min
s∈Y

θφu(s) +
∑
uv∈E

min
(s,t)∈Yuv

θφuv(s, t) ≤ E(y∗ | θ), (3)

obtained by applying the reparametrization in (1) and
using the min-sum swap inequality. If there is a re-
parametrization such that the lower bound is tight
and the minimizer yu ∈ arg min θφu in each node is
unique, then y is the unique global optimum of (1).
To tighten the lower bound we seek to maximize it
in φ. It is known ([21, 22]) that this maximization
problem is dual to the natural linear programming re-
laxation of (1). The dual problem has the following
advantages: (i) it is constraint-free; (ii) it is composed
of a sum of many simple concave terms, each of which
is straightforward to optimize.

BCA algorithms Block-coordinate ascent methods
exploit the structure of the dual by iteratively max-
imizing it w.r.t. different blocks of variables (sub-
set of coordinates of φ) such that the block max-
imization can be solved exactly. Formally, let φF

https://gitlab.com/tourani.siddharth/spam-code
https://gitlab.com/tourani.siddharth/spam-code
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(a) Dual Variables (b) Dual Blocks

Figure 1: (a) An edge block and its corresponding re-
parametrization components in the graphical notation
of [21, 22]: nodes u, v are shown as grey ovals and cir-
cles representing possible labels. The lines connecting
the labels represent label pairs (s, t) with associated
pairwise costs θuv(s, t). For each set of pairwise costs
connected to a particular label, there is one repara-
metrization coordinate φu,v(s) shown by a blue arc.
(b) Different variable blocks. Highlighted are block
sub-graphs and arcs indicating the variables considered.
Red: node-adjacent block, blue: edge-block, green chain
block.

be the restriction of φ to a subset of its coordinates
F ⊂ {(u, v, s) | u ∈ V, v ∈ Nb(u), s ∈ Y}, BCA algo-
rithms perform the update:

φF := arg max
φF

D(φ) (4)

with different blocks F in a static or dynamic order.

Constrained Dual For the purpose of this work, it
is convenient to work with the constrained dual:

maxφD(φ) s.t. θφ ≥ 0. (5)

The equivalence can be shown by constructing for
any solution φ to the unconstrained dual, a correc-
tion preserving the objective value and satisfying the
constraints [22]. We will formulate all BCA algorithms
in this paper in a way that they maintain the feasibility
to the constrained dual.

3. TAXONOMY OF BCA METHODS

We survey a number of BCA methods, listed in Ta-
ble 1. Many of these methods are derived for different
dual objectives and work with different sets of parame-
ters. We reformulate them all as BCA methods on the
dual (5) and identify the following important design
components:

• Type of blocks used. This has a significant impact on
algorithm efficiency. Larger blocks (such as chains
or trees) lead to greater dual improvement, but opti-
mizing over them requires more computations.

• Strategy of selecting which block to optimize at every
step. A dynamic strategy may be more advantageous
for some problems but has additional overhead costs.

• Type of the update applied. This is not systemat-
ically studied in the literature. The maximizer for

each block is non-unique but instead it is any point
in the optimal facet. One may obtain algorithms
with drastically different behaviour, depending on
the choice of the maximizer.

3.1 Choice of Variable Block

BCA algorithms (Table 1) exploit the following types
of blocks that are tractable to be optimized over:

• Node-adjacent blocks Fu = {(u, v, s) | v ∈
Nb(u), s ∈ Y} consist of coordinates of the repa-
rametrization vector that are “adjacent” to a node
u, Fig. 1(b, red). These blocks are used in TRW-S,
MSD and CMP algorithms.

• Edge blocks Fuv = {(u, v, s), (v, u, s) | s ∈ Y}
containing all variables associated with an edge uv,
see Fig. 1(b, blue). These are used in MPLP and
MPLP++ algorithms.

• Chains and Trees For a sub-graph (V ′, E ′) ⊂ G we
select variables associated to all its edges: FE′ :=
∪uv∈E′Fuv, see Fig. 1(b, green). To optimize over
such blocks, a dynamic programming subroutine is
needed. Chain blocks are used e.g . in DMM (rows
and columns of a grid graph). The TRW-S algorithm,
which we introduced above as a node-adjacent BCA,
simultaneously achieves optimality over a large col-
lection of chains. Spanning trees are used in TBCA

variants. We call edge, chain and tree blocks collec-
tively as subgraph blocks.

We will investigate which type of blocks and respective
updates are more efficient.

3.2 Static vs. Dynamic Blocks

In dynamic TBCA [18] the trees are found dynamically
by estimating where the dual can be increased the most
(so-called local primal-dual gap [18]), which showed a
significant practical speed-up in some applications [18].
In other methods, the blocks are fixed in advance: e.g .
rows and columns for grid graphs in DMM, single edge
blocks in MPLP, spanning trees, selected greedily to
cover the graph, in the static TBCA. We will investigate
static and dynamic strategies for several update types.

3.3 Choice of The Local Maximizer

With the same blocks one could get very different al-
gorithms depending on how the block maximizer is
selected from the polyhedron of possible optimizers,
which we refer to as update type. We can systematize
all used update types for node-adjacent blocks and
subgraph-based blocks using several elementary opera-
tions. We now review them one by one.

Node-Adjacent Updates The update of blocks Fu
works in two operations performing aggregation (6) and
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(a) Original Edge Block (b) Dynamic Programming

(c) MPLP (d) Handshake (HS)

Figure 2: Example of edge redistribution operations
and the difference between non-maximal and maximal
minorants; (a) initial edge block with some pairwise
costs only; (b) DP update; (c) result of MPLP update; (d)
result of Handshake update. Observe that node costs
created by Handshake are strictly bigger than those of
MPLP and more pairwise costs are made zero.

distribution (7) for every label s of u:

∀v ∈ Nb(u) φu,v(s) := φu,v(s)−min
l∈Y

θφuv(s, l) , (6)

∀v ∈ Nb(u) φu,v(s) := φu,v(s) + wu,vθ
φ
u(s) , (7)

where coefficients wu,v are non-negative and satisfy∑
v∈Nb(u) wu,v ≤ 1. After the aggregation, the repara-

metrized costs θφuv stay non-negative and label pairs
that have zero cost are consistent with the minimizers of
the unary reparametrized costs θφu . This step achieves
block maximum (4). The purpose of the distribution
step is to redistribute the cost excesses back to the edges
of the block (leaving a fraction 1 −

∑
v∈Nb(u) wu,v at

the node u) while preserving block optimality. In effect,
the neighbouring nodes receive information about good
labels for u. The MSD, CMP, dynamic programming (DP)
and TRW-S algorithms are obtained by the respective
setting of weights:

MSD: wu,v=
1

|Nb(u)| , CMP: wu,v=
1

|Nb(u)|+1 , (8)

DP: wu,v=[[v>u]], TRW-S: wu,v=
[[v>u]]

max{Nin(u), Nout(u)} ,

where [[·]] are Iverson brackets and the other details
follow. The MSD and CMP algorithms do not express any
preferences in direction (are isotropic) and the order
of updating blocks is not as important. Updates of DP
and TRW-S are anisotropic and depend on the order of
the vertices. Let us see how DP updates work. Consider
a chain graph and the chain ordering of nodes. For an
inner node u there are two neighbouring nodes: u− 1
and u+ 1. By choosing wu,u+1 = 1 and wu,u−1 =
0, we let all the excess costs be pushed forward and
implement the forward pass of the Viterbi algorithm.
TRW-S considers some order of processing of the nodes
and applies coefficients wu,v such that for v < u it is
zero and for v > u the coefficients are distributed evenly
based on the numbers Nin(u), Nout(u) of incoming and
outgoing edges in u w.r.t. the node order. Note that
when there are more incoming edges than outgoing,

these weights sum to less than one, i.e. some cost excess
is left at the node u. It is clear that the choice of the
block update and the order may be crucial in BCA
methods.

In contrast to node-adjacent blocks, subgraph blocks
overlap only in the nodes of the graph. Therefore,
different redistribution strategies have been proposed
in order to make the excess costs visible in all nodes of
the processed block.

Edge Updates MPLP and MPLP++ methods consider
edge blocks. MPLP performs the following symmetric
update φ := MPLPu,v(θ, φ):

∀s∈Y, φ′u,v(s) := φu,v(s) + θφu(s), (9a)

∀t∈Y, φ′v,u(t) := φv,u(t) + θφv (t); (9b)

∀s∈Y, φu,v(s) := φ′u,v(s)− 1
2 mint∈Y θ

φ′

uv(s, t), (10a)

∀t∈Y, φv,u(t) := φ′v,u(t)− 1
2 mins∈Y θ

φ′

uv(s, t). (10b)

The aggregation step (9) achieves that the costs in the
nodes u, v become aggregated in the edge uv. Repa-
rametrized costs θφ

′

u , θφ
′

v become zero and θφ
′

uv(s, t) =
θφuv(s, t) + θφu(s) + θφv (t) does not depend on the initial
reparametrization components φuv, φvu. At this point
the maximum over the edge block is found.

The distribution step (10a)-(10b) divides the aggre-
gated cost in two halves and pushes the excesses from
each half back to two nodes u, v, to make the preferred
solution for the edge visible in the nodes. See Fig. 2c.

The Handshake (HS) update φ := HSu,v(θ, φ) is used in
MPLP++ and DMM. It differs in the distribution step. Let
φu,v(s) be computed as in MPLP and φv,u(t) set to an
arbitrary value. The Handshake update additionally
performs:

∀t ∈ Y, φv,u(t) := φv,u(t)−min
s∈Y

θφuv(s, t), (11a)

∀s ∈ Y, φu,v(s) := φu,v(s)−min
t∈Y

θφuv(s, t). (11b)

This step pushes the still remaining cost excess from
the edge to the nodes as illustrated in Fig. 2d. It leads
to a strictly better improvement of the dual objective
after the pass over all blocks and performs considerably
better in experiments [3]. The step (11a) does not
depend on the value of φv,u(t), which can be seen by
moving φv,u(t) under the min and expanding the repa-
rametrization. Therefore step (10b) may be omitted
when computing HS.

Chain / Tree Updates The optimality over an edge,
chain or a tree can be achieved by applying the following
dynamic programming update φ := DPu,v(θ, φ) (in the
order of the chain or from leaves to the root of a tree):

∀s ∈ Y, φu,v(s) := φu,v(s) + θφu(s), (12a)



Tourani, Shekhovtsov, Rother, Savchynskyy

∀t ∈ Y, φv,u(t) := φv,u(t)−min
s∈Y

[θφu,v(s, t)] . (12b)

The step (12a) aggregates the cost excess from node
u to the edge uv and the step (12b) pushes the cost
excess to note v. Observe that it can be written in the
form of a node-adjacent update (6)-(7) by grouping the
push step (12b) into v with the aggregation step (6) at
v when processing the next edge vw.

TBCA algorithm uses DP to achieve optimality over a
tree and then performs a pass in the reverse order,
redistributing the costs with the following rDP update.

Redistribution DP update φ := rDPu,v(θ, φ)

∀s ∈ Y, φu,v(s) := φu,v(s) + rθφu(s), (13a)

∀t ∈ Y, φv,u(t) := φv,u(t)−min
s∈Y

[θφu,v(s, t)], (13b)

where 0 ≤ r ≤ 1 is a constant similar to the weights
in the node-adjacent updates. The fraction r of cost
excess is pushed forward to v and the fraction 1 − r
is left in the node u. TBCA detailed in Algorithm 1
and Fig. 3 redistributes cost excesses based on the size
of the tree branch remaining ahead. TBCA was originally
proposed for the dual decomposition with trees [17]
and works with its Lagrange multipliers.

DMM works with chain subproblems and performs the re-
distribution hierarchically as explained in Algorithm 2
and Fig. 4. It was also originally proposed for the dual
decomposition with chains [1]. One advantage of this
method is that when the chain contains an edge with
zero pairwise costs (no interactions), the processing
becomes equivalent to redistribution in two chains in-
dependently. In contrast, the TBCA method would be
confused in its estimate of the size of the subtree to
push the excess to.

4. ANALYSIS

Subgraph-based blocks usually overlap over the nodes
only (horizontal / vertical chains) or have a small over-
lap over the edges (spanning trees). Consider two
blocks that overlap over nodes only. The representa-
tion of the information (costs of different solutions)
which is available to one block about the other is lim-
ited to the reparametrized node costs θφu for all shared
nodes u. We identify this reparametrized unary poten-
tials with modular minorants [1], having clear analogies
with minorants/majorants in pseudo-Boolean optimiza-
tion [28].

4.1 Modular Minorants

A function f : Yn → R of n discrete variables is called
modular, if it can be represented as a sum of n func-
tions of one variable: f(y) =

∑n
i=1 fi(yi), fi : Y → R.

Figure 3: Tree-BCA computation. Blue arrows rep-
resent the DP update of the edge in that direction.
Pink arrows represent the rDP operations. The TBCA

update starts off by collecting costs at the end of the
chain (right) and then redistributes with rDP with
r = (n− i)/n in the i’th backward step.

Algorithm 1 Tree-BCA Update on a Chain

Require: φ - starting reparametrization; (V ′, E ′) -
chain subgraph arranged as V ′ = {1, . . . , n} and
E ′ = {{i, i+ 1} : i = 1, . . . , n− 1}.

1: for i = 1, . . . ,n− 1 do . Collects the costs at the
chain end with dynamic programming

2: (φi,i+1, φi+1,i) := DPi,i+1(θ, φ)

3: for i = n, . . . , 2 do . Distributes the costs in
reverse order to the nodes

4: (φi−1,i, φi,i−1) := rDPi+1,i(θ, φ) with r = n−i
n

The function f(y) =
∑
u∈V′ θφu(yu) is modular for any

subset of nodes V ′ ⊆ V and any reparametrization φ.
Definition 1. A modular function g is called a (tight)
minorant of f : Yn → R, if (i) g(y) ≤ f(y) asnd (ii)
miny∈Yn f(y) = miny∈Yn g(y).

For the rest of this section we will assume that G′ =
(V ′, E ′) is a subgraph defining a block of variables op-
timized at one step of a BCA algorithm and EG′ is
the restriction of energy E to graph G′ with the repa-
rametrized costs θφ. A reparametrization φ is called
dual optimal on G′, if it is block-optimal in the sense
of (4) w.r.t. block FE′ . Minorants and dual optimal
reparametrizations are closely related:
Theorem 1. Let G′ be a tree and∑

uv∈E′ mins,t θ
φ
uv(s, t) = 0. The function

g(y) =
∑
u∈V′ θφu(yu) is a minorant for the en-

ergy EG′(y) if and only if φ is dual optimal on G′.

To put it differently, if G′ defines a sub-graph block
for a block-coordinate ascent method, then choosing
amongst block optimal reparametrizations φ is equiva-
lent, up to a constant, to choosing a modular minorant
for the energy EG′ .

Observe that, for a sub-graph block (V ′, E ′), there are
2|E ′||Y| reparametrization variables but only |V ′||Y|
coordinates are needed to define a minorant. The
minorant naturally captures the degrees of freedom
that are important for subgraph-based BCA methods.

Minorants can be partially ordered with respect to
how tightly they approximate the function. For two
minorants g, g′ we write g′ ≥ g if g′(y) ≥ g(y) for all y ∈
YV′

. Since our minorants are modular, the condition is
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Figure 4: Hierarchical Minorant computation. The top
level of hierarchy computes DP updates (blue arrows)
towards the central edge. At the central edge the
Handshake update (red HS) is applied. Then the same
is applied recurrently to the two formed sub-chains.
The messages that have been already computed are kept
from preceding levels. When recurrence completes, the
HS operation has been applied to every edge, resulting
in a maximal-minorant.

equivalent to component-wise inequality g′u(s) ≥ gu(s)
∀u ∈ V ′,∀s ∈ Y . The greater the minorant, the tighter
it approximates the function. Hence, of interest are
maximal minorants:
Definition 2 ([1]). A minorant g is maximal, if there
is no other minorant g′ ≥ g such that g′(y) > g(y) for
some y.

For the best performance of a BCA method, it makes
sense to select a maximal minorant and not just any
minorant. To actually apply this idea to BCA methods,
we show how the maximality property of a minorant
translates back to reparametrizations:
Theorem 2. Let G′ be a tree and reparametriza-
tion φ be dual optimal on G′. The function g(y) =∑
u∈V′ θφu(yu) is a maximal minorant if and only if

∀uv ∈ E ′ and ∀s, t ∈ Y:

mins′∈Y θ
φ
uv(s

′, t) = mint′∈Y θ
φ
uv(s, t

′) = 0 . (14)

With these results we can now draw conclusions about
algorithms updating subgraph blocks. All BCA meth-
ods considered, as they achieve block optimality, con-
struct minorants. However, many of them are not
maximal. Minorants constructed by MPLP and TBCA

are non-maximal. The change introduced in MPLP++

achieves maximality as illustrated in Fig. 2d. This
minor change brings more than an order of magnitude
speed-up to the algorithm in some problem instances [3].
The correction can be extended to TBCA, also leading
to improvements without any further changes, Sec. 5.2.

On the other side, the connection we established allows
to interpret DMM as a BCA method working on the
dual (5) and identify its reparametrization form as
presented.

5. SYNTHESIS

Based on the above analysis and the experimental com-
parison of individual components of BCA methods,
we synthesize the following BCA algorithm that ap-
pears to perform universally better in terms of achieved

Algorithm 2 Chain Hierarchical Minorant (HM) Update

Require: φ - starting reparametrization; chain sub-
graph (V ′, E ′) arranged as V = {1, . . . , n} and E =
{{i, i+ 1} : i = 1, . . . , n− 1}.

1: iL := bn2 c; iR := iL + 1 . Compute the left and
right mid-points of the chain

2: for i = 1, . . . , iR − 1 do . Push costs from chain
start to iL

3: (φi,i+1, φi+1,i) := DPi,i+1(θ, φ)

4: for i = n, . . . , iR + 1 do . Push costs from the
chain end to iR

5: (φi−1,i, φi,i−1) := DPi,i−1(θ, φ)

6: (φiL,iR , φiR,iL) := HSiL,iR(θ, φ) . Handshake
update on the middle edge

7: Call HM on two sub-chains [1 . . . iL] and [iR . . . n] if
not empty

dual objective value versus time on a corpus of diverse
problems. Here are the design choices that we made:

• We utilize chain blocks and the hierarchical minorant
(HM, Algorithm 2 and Fig. 4) updates. These updates
are the most expensive ones, but the maximality
property and better redistribution of the excess costs
pays off in practice.

• We observed that with the hierarchical minorant
updates, selecting chain blocks dynamically does not
give an improvement over a static set of chains, unlike
in [18].

• We select chains automatically for a given graph by
a new heuristic. This heuristic behaves favourably in
both sparse regular graphs as well as dense graphs.
This automatic choice allows the method to achieve
a uniformly good performance over problems with
different graph structure and connectivity.

Next we present specifically designed experiments that
led to these choices.

5.1 Experimental Setup

For a uniform evaluation over different problem types
we formed three datasets grouping problems from dif-
ferent domains by their graph connectivity, which is
the proportion of number of edges to the maximal pos-
sible number of edges |V||V − 1|/2. These datasets are
detailed in Fig. 9.

For objectiveness of comparison, we measure the com-
putation cost in messages, the updates of the type
mint(a(t) + θuv(s, t)) that form the bulk of computa-
tion for all presented BCA methods. The number of
messages is scaled by the ratio |E|/|E|, where |E| is the

number of edges in an instance and |E| is the average
over the dataset. These normalizations allow us to
show average performance on the whole datasets.
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Figure 5: Comparison between TRW-S efficiently optimizing all monotonic chains with subgraph-based updates on
a covering subset of monotonic chains. See description of datasets in Fig. 9.
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Figure 6: Comparison of static and dynamic spanning
trees on tsukuba from the stereo dataset. Both the
dual and the messages are not normalized.

Figure 7: Strictly shortest paths. In this example
the chain 1-2-3-4-8 and the chain 1-2-3-7-8 are both
shortest paths to node 8 and therefore none of them
is the strictly shortest path. The chain 1-2-3-4 is the
unique (and hence strict) shortest path from 1 to 4.

5.2 TRWS vs. Subgraph Updates

TRW-S is selected as representing the most efficient
node-adjacent update. In particular, it is much faster
than CMP and MSD as shown e.g . in [15, 19]. It was
originally derived as a method for optimizing the dual
decomposition of (1) with monotonic chains [14]. We
compared it to subgraph-based updates running on
the same set of chains. Such direct comparison over
datasets of different sparsity has not been conducted
before. For a given graph we took a subset of maxi-
mum monotonic chains to cover all edges (exact details
can be found in Appendix B). TRW-S is very efficient
and takes O(|E|) messages to achieve optimality on all
monotonic chains, including our covering subset. Two
subgraph-based updates can be applied to optimize over
chains in the covering subset sequentially: TBCA, tak-
ing O(|E|) messages as well and hierarchical minorant
(HM, Algorithm 2) taking O(|E| log |E|) messages. The
comparison in Fig. 5 on our broad corpus of problems
shows that while TBCA is clearly inferior in performance
to TRW-S, HM is actually performing significantly better
than TRW-S. It works on the same subproblems as TBCA
but the maximal minorant property justifies the extra
computation time.

In this experiment we also evaluated an improved ver-

sion of TBCA, denoted TBCA++, which modifies TBCA

as follows: After each rDP update on uv the opera-
tion (11a) pushes the remaining cost back to v and
thus achieves the maximal minorant conditions (14).
This small change leads to a noticeable improvement,
see Fig. 5. However, we can conclude that a better re-
distribution of cost excess done by HM is more important
than the maximality alone.

5.3 Static vs. Dynamic

In the TBCA and HM methods, the choice of subprob-
lems is not limited to monotonic chains. In [18] it was
proposed to select spanning trees dynamically favour-
ing node-edge pairs with the most disagreement as
measured by the local primal-dual gap. We verified
whether this strategy is beneficial with HM. Fig. 6 shows
the comparison of dynamic spanning trees versus static
spanning trees (a fixed collection selected greedily to
cover all edges, see Appendix B). We reconfirm obser-
vations [18] on our corpus of problems that dynamic
strategy is beneficial with TBCA updates. It does not
however have a significant impact on the performance
of HM updates. We therefore propose to use a static
collection of subgraphs, optimized for a given graph.

5.4 Graph Adaptive Chain Selection

Tourani et al. [3] have shown that for densely connected
graphs, edge-based updates are much faster than other
methods. Since the MPLP++ update is equivalent to HM

update on chains of length 1, this suggests that shorter
chains are more beneficial in dense graphs. Intuitively,
when there is a direct edge between nodes, the longer
connections through other nodes become increasingly
less important. On the contrary, in grid graphs MPLP++
is found inferior to TRW-S [3] and the natural choice of
row and column chains seems to be the best selection
of sub-problems. Based on these observations there
is a need for the sub-graphs to be chosen adaptively
to the graph topology. We use chain subproblems for
their simplicity and better parallelization utility and
propose the following informed heuristic:

• Select subproblems sequentially as shortest paths
from the yet uncovered part of the graph;

• Chose strictly shortest paths, such that no other path
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Figure 8: Algorithm comparison for sparse, denser and complete graphs following the experimental setup
in Sec. 5.1. The minor difference between MPLP++ and SPAM for complete graphs is explained by different order of
computations. The corresponding runtime plots look qualitatively the same and are provided in the appendix.

Sparse: Problems on 4-connected
grid graphs (less than 1% connectiv-
ity): instances of stereo (3 mod-
els with truncated linear pairwise
costs and 16, 20 and 60 labels) and
mrf-inpainting (2 models with trun-
cated quadratic pairwise costs and
21838 and 65536 nodes) from the
Middlebury MRF benchmark [29].

Denser: Problems with connectivity
in between grids and complete graphs:
worms [30] (30 instances coming from the
field of bio-imaging, 558 nodes with 20−65
labels each, around 10% connectivity);
denser-stereo (adds additional longer-
range pairwise smoothness interactions to
the stereo dataset, for each of 3 instances
we create 4 denser variants of increased
connectivity (20%, 30%, 40%, 50%)).

Complete: Problems with fully
connected graphs (100% connectiv-
ity): protein-folding model [31] in-
stances of OpenGM benchmark [19]
(11 instances with 33 − 40 nodes and
up to 503 labels per node); pose 6D
object pose estimation model [32] in-
stances of [3] (32 instances with 600-
4800 variables and 13 labels).

Figure 9: Datasets of increasing connectivity used for benchmarking.

of the same length connects the same nodes;

• Find the most distant pair of nodes connected by a
strict shortest path.

An example of strict shortest path is given in Fig. 7.
The algorithm implementing this heuristic, detailed
in Appendix B, Algorithm 4, randomly picks a starting
vertex, finds all strictly shortest paths from it (a variant
of Dijkstra search), removes the longest traced shortest
path from the graph and reiterates. This heuristic has
the following properties: (i) in a complete graph, it
selects edge subproblems; (ii) in a grid graph, irrespec-
tive of the input data ordering, it is likely to select
large pieces of rows and columns (with some distor-
tions due to greediness); (iii) in graphs with bottleneck
long connections, these connections are very likely to
be covered with long chains.

5.5 The SPAM Algorithm

The synthesis of block selection via graph adaptive
chain selection, as described in 5.4, and the hierar-
chical minorant updates we call the Shortest Path
Adaptive Minorant (SPAM) algorithm. The adaptive
chain selection has a linear complexity w.r.t. the size of
the graph and takes only a fraction of a single iteration
time of the main algorithm.

5.6 Final Experimental Evaluation

We tested the proposed SPAM algorithm against exist-
ing methods. Fig. 8 shows the summarized evaluation
results. One can see that across all graph types SPAM

consistently does well. It automatically adapts to the
density of the graph, reducing to MPLP++ for complete

graphs, where TRW-S struggles. In grid graphs, where
TRW-S uses the natural ordering, SPAM automatically
finds sub-problems similar to rows and columns and
achieves a significant improvement while MPLP++ be-
comes inefficient. Detailed results per dataset and
speed-up factors with confidence intervals are included
in Appendix C.

6. CONCLUSION

We have reviewed, systematized and experimentally
compared different variants of block-coordinate-ascent
methods proposed to date. We have shown the up-
dates for subgraph-based methods take the form of
modular minorants and that maximal minorants out-
perform non-maximal ones. We experimentally com-
pared existing methods as well as new combinations
of basic components of BCA algorithms and synthe-
sized a novel algorithm that is a synthesis of the best
aspects of all methods. It additionally adopts block-
size to the graph structure and delivers uniformly best
performance across the tested datasets.
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rule in block-coordinate minimization. October
2019.

[27] Michail I Schlesinger. Syntactic analysis of two-
dimensional visual signals in noisy conditions.
Kibernetika, 4(113-130):1, 1976.

[28] E. Boros and P.L. Hammer. Pseudo-boolean opti-
mization. Discrete Applied Mathematics, 1-3(123):
155–225, 2002.

[29] Richard Szeliski, Ramin Zabih, Daniel Scharstein,
Olga Veksler, Vladimir Kolmogorov, Aseem Agar-
wala, Marshall Tappen, and Carsten Rother. A
comparative study of energy minimization meth-
ods for Markov random fields with smoothness-
based priors. IEEE Transactions on Pattern Anal-
ysis and Machine Intelligence, 30(6):1068–1080,
2008.

[30] Dagmar Kainmueller, Florian Jug, Carsten Rother,
and Gene Myers. Active graph matching for au-
tomatic joint segmentation and annotation of C.
elegans. In International Conference on Medical
Image Computing and Computer-Assisted Inter-
vention, pages 81–88. Springer, 2014.

[31] Chen Yanover, Ora Schueler-Furman, and Yair
Weiss. Minimizing and learning energy functions
for side-chain prediction. Journal of Computa-
tional Biology, 15(7):899–911, 2008.

[32] Frank Michel, Alexander Kirillov, Eric Brach-
mann, Alexander Krull, Stefan Gumhold, Bogdan
Savchynskyy, and Carsten Rother. Global hypoth-
esis generation for 6D object pose estimation. In
CVPR, 2017.



Designing an efficient dual solver for discrete energy minimization
Appendix

Contents:

A Proofs of Theorems 1,2.

B Algorithms details and description of monotonic chains used in experiment Fig. 5.

C Detailed experimental results.

A. PROOFS

Theorem 1. Let G′ be a tree and
∑
uv∈E′ mins,t θ

φ
uv(s, t) = 0. The function g(y) =

∑
u∈V′ θφu(yu) is a minorant

for the energy EG′(y) if and only if φ is dual optimal on G′.

Proof. The ”if” part Let φ be a dual optimal reparameterization for EG′ on the graph G′ = (V ′, E ′). We need
to show that g(y) is a minorant. i.e.

• g(y) ≤ EG′(y) for all y. (lower-bound property)

• g(y∗) = EG′(y∗) is the cost of a minimizing labeling y∗. (same-minima property)

We have by the definition of reparametrization∑
u∈V′

θφu(yu) +
∑
uv∈E′

θφuv(yu, yv) =
∑
u∈V′

θu(yu) +
∑
uv∈E′

θuv(yu, yv) = EG′(y). (15)

We assume w.l.o.g. θφuv(yu, yv) ≥ 0. Substituting this in (15) we have

g(y) =
∑
u∈V′

θφu(yu) ≤
∑
u∈V′

θφu(yu) +
∑
uv∈E′

θφuv(yu, yv) = EG′(y),∀y ∈ Yn =⇒ g(y) ≤ EG′(y),∀y ∈ Yn, (16)

where the left hand side matches the definition of g(y) in the theorem. With this we have proved the lower bound
property.

Now we prove the same minima property. Comparing the dual function (3) with g(y) and g(y) with (1) we have
the following inequalities:

D(φ) =
∑
u∈V′

min
yu

θφu(yu) +
∑
uv∈E′

min
yu,yv

θφuv(yu, yv) ≤
∑
u∈V′

θφu(yu) +
∑
uv∈E′

min
yu,yv

θφuv(yu, yv) = g(y),∀y ∈ Yn; (17)

g(y) =
∑
u∈V′

θφu(yu) =
∑
u∈V′

θφu(yu) +
∑
uv∈E′

θφuv(yu, yv) ≤ EG′(y),∀y ∈ Yn. (18)

Since G′ is a tree-subgraph, strong duality holds and we have for all pairs of an optimal labeling y∗ and an optimal
dual φ that D(φ) = EG′(y∗) and there holds complementarity slackness conditions. It follows that minyu θ

φ
u(yu) is

attained at y∗u and minyu,yv θ
φ
u,v(yu, yv) is attained at (y∗u, y

∗
v) (there is an optimal solution composed of minimal

nodes and edges). It follows that the next inequalities are satisfied:

θφu(yu) ≥ θφu(y∗u),∀yu ∈ Y; (19)

θφu(yu, yv) ≥ θφu,v(y∗u, y∗v), ∀yu, yv ∈ Y. (20)

Using (19) in g(y) we obtain

g(y) ≥
∑
u

θφu(y∗u) = E∗G′ . (21)

Thus as EG′(y∗) ≤ g(y∗) ≤ EG′(y∗), g(y∗) = EG′(y∗), proving the equal-minima property.

The ”only if” part We have to show that if g(y) is a minorant of EG′ , then φ is an optimal reparameterization,
i.e. D(φ) = EG′(y∗) = g(y∗), where y∗ is the optimal labelling for EG′ .



Due to the minorant equal-minima property, we have

g(y∗) =
∑
u∈V′

θφu(y∗u) =
∑
u∈V′

θφu(y∗u) +
∑
uv∈E′

θφuv(y
∗
u, y
∗
v) = EG′(y | θφ) =⇒

∑
uv∈E′

θφuv(y
∗
u, y
∗
v) = 0; (22)

As we assume θφuv(s, t) ≥ 0, for all s, t ∈ Y2 and uv ∈ E ′, this would imply all terms θφuv(y
∗
u, y
∗
v) are identically

zero, i.e.
θφuv(y

∗
u, y
∗
v) = 0, ∀uv ∈ E ′. (23)

Our initial objective was to show D(φ) = g(y∗) = E(y∗ | θφ). As we assume
∑
uv∈E′ mins,t θ

φ
uv(s, t) = 0, we just

have to show
D(φ) =

∑
u∈V′

min
s
θφu(s) =

∑
u∈V′

θφu(y∗u) = g(y∗). (24)

Following a proof by contradiction argument, we claim

D(φ) =
∑
u∈V′

min
s
θφu(s) =

∑
u∈V′

θφu(y∗u) = g(y∗) = EG′(y∗ | θφ). (25)

Assume the above statement is false and let D∗ be the optimal dual.

Further, w.l.o.g. let’s assume the mins θ
φ
u(s) = y∗u for all u ∈ V ′ \ k and mins θ

φ
k (s) = y+k . As strong duality holds,

we have

D(φ) =
∑
u∈V′

min
s
θφu(s) =

∑
u∈V′\k

θφu(y∗u) + θφk (y+k ); (26)

D∗ =
∑
u∈V′

θφu(y∗u) = EG′(y∗ | θφ). (27)

Thus by assumption D(φ) ≥ D∗,

D(φ) ≥ D∗ =⇒
∑

u∈V′\k

θφu(y∗u) + θφk (y+k ) ≥
∑
u∈V′

θφu(y∗u) =⇒ θφk (y+k ) ≥ θφk (y∗k). (28)

But θφk (y+k ) = minyk θ
φ
k (yk) ≤ θφk (y∗k), this is therefore a contradiction and D(φ) = D∗ = g(yφ) = E(yφ | θφ).

Theorem 2. Let G′ be a tree and reparametrization φ be dual optimal on G′. The function g(y) =
∑
u∈V′ θφu(yu)

is a maximal minorant if and only if ∀uv ∈ E ′ and ∀s, t ∈ Y:

mins′∈Y θ
φ
uv(s

′, t) = mint′∈Y θ
φ
uv(s, t

′) = 0 . (14)

Proof. ”Only if part” .

For an optimal reparametrization φ, its corresponding tight minorant by Theorem 1 is g(y) =
∑
u θ

φ
u(yu). We

need to prove the statement that minorant g is maximal only if the conditions in the theorem are fulfilled.

Recall that we are working with the constrained dual so that θφ ≥ 0 component-wise. Assume for contradiction
that one of the two zero minimum conditions is violated. Let it be the one with minimum over s′. Then ∃uv ∈ E ′
∃t such that λ(t) := mins′ θuv(s

′, t) > 0. We can then add λ(t) to φvu(t). This will not destroy optimality of φ
but will strictly increase θφv (t), therefore leading to a strictly greater minorant, which contradicts maximality of g.

”If part” We need to show that if the conditions of the theorem are fulfilled then g is maximal.

Assume for contradiction that g is not maximal, i.e. there is a modular function h(y) such that it is also a
minorant for EG′ and it is strictly greater than g: h(y) ≥ g(y) for all y and h(y′) > g(y′) for some y′.

The inequality h(y) ≥ g(y) for modular functions without constant terms is equivalent to component-wise
inequalities:

hu(yu) ≥ gu(yu), ∀u,∀yu. (29)

From the inequality h(y′) > g(y′) we conclude that there exists u and y′u such that hu(y′u) > gu(y′u). By the
conditions of the theorem, and assuming a tree graph, a labeling y′ can be constructed such that it takes label



y′u in u and all costs θφu,v(y
′
u, y
′
v) are zero. The construction starts from y′u, finds labels in the neighbouring

nodes such that edge costs with them is zero and proceed recurrently with the neighbours and their unassigned
neighbouring nodes. For the labeling y′ constructed in this way we have that

g(y′) =
∑
u

θφu(y′u) =
∑
u

θφu(y′u) +
∑
uv

θφu,v(y
′
u, y
′
v) = EG′(y′). (30)

At the same time, h(y′) > g(y′) and therefore h(y′) > EG′(y′), which contradicts that h is a minorant of EG′ .

B. ALGORITHMS DETAILS

B.1 Maximal Monotonic Chains

In this section we describe how we selected a collection of monotonic chains (MMC), on which TRW-S can run in its
full efficiency and at the same time subgraph-based updates of TBCA and HM can be computed.

A chain is a subgraph of graph G = (V, E) that is completely defined by enumerating the sequence of nodes it
contains, i.e. a chain C is denoted as C = (n1, . . . , nM ), ni ∈ V , with (ni, ni+1) ∈ E for i = 1 : M − 1 denoting the
edges it contains. Therefore, for every pair of consecutive nodes (ni, ni+1) there must also exist a corresponding
edge in E for a chain to be a subgraph of G.

Let there be a partial order defined on the nodes V such for each edge uv ∈ E the nodes are comparable: either
u > v or v < u. This can be always completed to a total order as was used for simplicity in [14]. A chain C is
said to be monotonic if ni < ni+1 holds for its nodes. A chain C is maximal monotonic if it is monotonic and not
a a proper subgraph of some other monotonic chain.

For a given ordering, we select a collection of edge disjoint monotonic chains covering the graph by greedily
finding and removing from the edge set maximal monotonic chains. Finding and removing one chain is specified
by Algorithm 3. The algorithm works on the graph adjacency list representation. Let Ad be the adjacency list
corresponding to the directed version of directed the graph G: Ad(i) contains all neighbours of node i in G that
are greater than i, i.e. ∀j ∈ Ad(i), j > i. The operation Ad(i).remove(j) removes element j from the list Ad(i).
The algorithm is executed until all Ad lists are empty (all edges have been covered).

Algorithm 3 Compute Maximal Monotonic Chain

1: function (C, Ad)=computeMMC(Ad) . Ad is the adjacency list of G as defined above.
2: C = ∅, tail = ∅, done = false . C is initially empty., tail is the last node added to the chain.
3: Find the smallest in the order i such that Ad(i) is not empty.
4: C.add(i), tail = i. . Add node i to C. Update tail.
5: while !done do
6: Find j in Ad(tail) such that j > tail.
7: if j is found then
8: C.add(j), Ad(tail).remove(j), tail = j . The node j is added to C, removed from Ad(tail).

tail is updated.
9: else if j is not found then

10: done = true . The loop exit condition is satisfied.

The result of the algorithm is a collection of chains that are monotonic w.r.t. to the ordering. TRWS running on
the respective ordering of nodes as introduced in Sec. 3.3 can be viewed also as optimizing the dual decomposition
with monotonic chains [14]. It can be shown that the number max(Nin(u), Nout(u) used to calculate weights in
TRWS is exactly the number of different chains containing node u for any collection of monotonic chains found as
above. Hence such a collection natively represent subproblems associated with TRWS.

B.2 Message Passing in Spanning Trees

The hierarchical minorant for chains involves passing messages from the ends of the chain to the central nodes, as
shown in 2. For trees, the process is similar. Messages are passed from the leaf nodes to the central nodes. The
centroid of a tree of size n is the node whose removal results in subtrees of size ≤ bn2 c. The central nodes of a
tree are defined as nodes connected by an edge whose removal gives trees that are similar in length. One of the



central nodes is always the tree-centroid. The other inode s selected keeping in mind minimum deviation between
the different sub-trees that arise from the removal of this node. As the hierarchical minorant is recursive, the
recursion is repeated with a subtree.

B.3 Generation of Spanning Trees in TBCA

For the static strategy, we compute a sequence of minimum weight spanning trees with the weights being the
number of times an edge has already been included in a spanning tree. This weighing scheme ensures that
un-sampled edges are prioritized in building spanning trees. The sampling is stopped when all the edges are
covered. In the experiments (below) we observed that with the block update strategy that we chose, dynamic
updates were not advantageous any more and performed slower overall.

Algorithm 4 Compute Strictly Shortest Path

1: function (C)=computeSSP(G = (V, E),src) . src is the source node from which to grow the shortest path.
2: Create Vertex Set Q from graph G
3: for Each Vertex v in G do
4: dist[v] :=∞ . Set distance of all vertices to ∞
5: prev[v] := UNDEFINED . Initialize all previous nodes to default value.

6: dist[src] = 0 . Distance from the source node to the source node is 0
7: while Q is not empty do
8: u := vertex in Q with min dist[u] . u is assigned vertex in Q with minimum value in dist[ ]
9: for each neighbor v of u do . Only v that are still in Q

10: alt := dist[u] + 1 . alt is dist[u] + length(u, v), which equals 1
11: if alt < dist[v] then . If dist[v] is greater than alt update distance
12: dist[v] := alt
13: prev[v] := u
14: else if alt == dist[v] then . Condition for strictness of shortest path is violated
15: break

16: Construct chain C from prev[ ]

C. DETAILED EXPERIMENTAL RESULTS

We show in Fig. C.1 results per individual application, with performance in both messages and time. Since in
each application, there are still multiple instance, we apply the same normalization and averaging procedures as
in the main paper.
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Figure C.1: The averaged plots for application-specific datasets: messages and time.



SPAM/TRW-S on sparse graphs SPAM/TRW-S on denser graphs

SPAM/TRW-S on complete graphs SPAM/MPLP++ on sparse graphs

Figure C.2: Speed-up factors of SPAM w.r.t. TRW-S and MPLP++ with confidence intervals for the different datasets.
The x-axis shows the normalized dual value and the y-axis the speed-up to achieve the same dual. The statistics
are computed over all instances in a dataset. We show asymmetric confidence intervals with the equal percentage
around the mean.


