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Probability Space (simplified)

The set of elementary events w € ()
May be of very different nature, e.Q.:
e finite discrete set: e.g. Q = {human, monkey, app}
e the set of real numbers 2 = R e

e the set of vectors {2 = R" ) 3//’

* the set of graphs, of sequences, etc. S

Note: there are sets that can not be a set of elementary events.

An event is a union of the elementary ones: A C )




Probability measure

For discrete sets: just a number for each elementary event satistying:

P(w) >0, » Pw) =1

wel
The probability for an event is
P(A)= "> P(w)
weA

Note: for continuous sets the above definition does not work.




An example

Two people agree to meet in a time interval |0, T]. Both come to the
meeting point equiprobable within this time interval. The person
coming first waits for the second one a certain time a.

What is the probability that the people meet each other 7

The key idea is to consider the set of elementary events €2 in an
appropriate way. Let (t1,t2) be the pair consisting of the arrival times.
The event of interest is

A — {(tl,tg) . ‘tl —t2’ S a}

Its probability Is




. Random Variables

Here a special case — real-valued random variables.

A random variable § is just a mapping £ : Q — R, i.e. there is a real
value &(w) for each w € €.

Example: the set of elementary events is a set of balls in a bag. The
random variable for this set might be e.g. the weight tfor each ball, or
the size or radioactivity whatever.

Note: elementary events are not numbers — they are elements of a
general set ()

Random variables are in contrast numbers, i.e. they can be summed
up, subtracted, squared etc.




Probability Distribution

Cumulative distribution function for a random variable §:

Fe(r) = P({w : §(w) < 7})
Probability distribution for a discrete random variable ¢ : Q — Z:
pe(r) = P{w : §(w) = 1})

Probability density for a continuous random variable £€: Q2 — R :

pe(r) = 8ﬁg£r)

(p,..v ‘(“")




Mean

A mean (expectation, average ...) of a discrete random variable £ is:

Ep(§) =) Pw)-&w)

wel)

(e.g. the average weight of balls in a bag).




Example

Compute the averaged number of a die (obviously = 3.5 ).

Compute the averaged squared number of a die.

1
E(r) = (1+4+9+25+..) =15

Note: E(z?) # E*(x)

Consider two independent dice. Compute the probability distribution
and the mean for the sum of the two dice numbers. What do you think
— is the probability distribution uniform *?




Example

The probability distribution is not unitorm anymore:

pe x (1,2,3,4,5,6,5,4,3,2,1)
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‘Random variables of higher dimensions

To be short :-)
Joint probability distribution (for two randon variables x and v ):
Pay(r,s) = Plw: (z =7) A (y = 5)})
We will use mainly shorthand just p(zx,y)
Marginal probability distribution (“sum-rule”):
p(x) => p(z,y)
Two variables are independent it y

p(z,y) = p(x) - p(y)




. Further definitions

Conditional probability distribution:

N - plx,y) plT,y)
) ==y = 5 ol y)

Product rule:

p(z,y) =p(y) - p(zly) = p(z) - p(y|T)

Bayes'’ rule (formula, theorem ...)

p(zly) - p(y)
p(z)

p(y|r) =

: : \
|
\\ ,/’

%




Example

Let the probability to be taken ill be
p(ill) = 0.02
Let the conditional probabillity to have a temperature in that case is
p(temp|ill) = 0.9
However, one may have a temperature without any iliness, I.e.
p(templill) = 0.05

What is the probability to be taken ill provided that one has a
temperature”




Example

Bayes' rule:

t 1) - p(ill
p(ell|temp) = p(templill) - p(ill) -

p(temp)

(marginal probability in the denominator)

B p(templill) - p(ill)

 p(templill) - p(ill) + p(templill) - p(ill)
0.9 - 0.02 0o

" 0.9-0.0240.05-0.98

— not so high as expected :-),

the reason — very low prior probability to be taken |ll




"Recognition” models

Back to Machine Learning:

The model: two variables are usually present:

- the first one is typically discrete k € K and is called “class”

- the second one is often continuous z € X and is called “observation”

The recognition (inference) task:
Let the joint probability distribution p(z, k) be “given”.
Observe x, estimate k.

The (statistical) learning task: given a training set
L = ((a:l, ]fl), (ZEQ, ]CQ), PR (azl, kl))

“find” the corresponding probability distribution p(z, k)




